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Abstract. A protocol is described which allows to send and receive messages anonymously using an arbitrary communication
network, and it is proved to be unconditionally secure.

This improves a result by DAVID CHAUM : The DC-net guarantees the same, but on the assumption of a reliable broadcast
network. Since unconditionally secure Byzantine Agreement cannot be achieved, such a reliable broadcast network cannot be
realized by algorithmic means.

The solution proposed here, the DC+-net, uses the DC-net, but replaces the reliable broadcast network by a fail-stop one.
By choosing the keys necessary for the DC-net dependently on the previously broadcast messages, the fail-stop broadcast can be
achieved unconditionally secure and without increasing the complexity of the DC-net significantly, using an arbitrary
communication network.
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1 Overview

In [Chau_88] DAVID CHAUM  describes a technique, the DC-net, which should allow to send and receive
messages anonymously using an arbitrary communication network.

Section 2 gives a short and slightly generalized description of the sending mechanism of the DC-net,
called superposed sending here. Some known efficient and anonymity preserving multi-access protocols for
using the multi-access channel superposed sending offers are described.

In [Chau_88] the untraceability of senders and recipients of messages is proved to be unconditional, but
this proof implicitly assumes a reliable broadcast network, i.e. each message broadcast by an honest
participant is received by each other participant without being changed. Since unconditional Byzantine
Agreement (i.e. Byzantine Agreement in spite of an attacker with unlimited computational power who may
control an arbitrary number of participants) is impossible, such a network cannot be realized by
cryptographic means. Thus the assumption may be rather unrealistic.

In Section 3 it is shown how the sending of a specific participant X can be traced by an active attacker
who is able to alter the messages received by X and who controls the current communication partner of X.
A number of countermeasures, called fail-stop broadcast schemes, are proposed, and it is proved that each
one will achieve the desired unconditional untraceability in spite of active attacks, independent of the
underlying communication network. Superposed sending together with fail-stop broadcast is called a DC+-
net.

Without any further measures, the serviceability of the multi-access channel of superposed sending is not
good: each faulty or dishonest participant can untraceably and enduringly disturb the channel.
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Unfortunately no measures are known which can guarantee serviceability while preserving
unconditional untraceability using arbitrary communication networks. Therefore this problem is not further
considered here.

A scheme which guarantees nearly unconditional untraceability and computationally secure serviceability
(i.e. untraceability if the attacker cannot prevent the honest participants from communicating and
serviceability if additionally the attacker is computationally restricted) is described in [WaPf_89,
WaPf1_89].

2 Unconditional sender untraceability

Section 2.1 describes the basic mechanisms of the DC-net, superposed sending and broadcast, and defines
the notation used throughout this paper. Section 2.2 describes anonymity preserving multi-access protocols
for superposed sending, and in Section 2.3 some general remarks on sender untraceability schemes are
given.

2.1 Superposed sending

Assume that a number of participants want to exchange messages over an arbitrary communication
network. A computationally unlimited attacker, who is able to eavesdrop communication between any two
of the participants (e.g. because he collaborates with the network operator) and who controls an arbitrary
subset of the participants, tries to trace the messages exchanged between the participants to their senders
and recipients.

If all messages are delivered to each participant, the attacker is not able to trace the intended recipient of a
message. Therefore unconditionally reliable broadcast guarantees unconditional recipient untraceability.

It is important to notice that in this section, as in [Chau_88], attackers are assumed to be unable to
manipulate the consistency of broadcast.

Sender untraceability is guaranteed by superposed sending, which realizes an anonymous multi-access
channel:

Let P = {P1, …, Pn} be the set of all participants and let G be an undirected self-loop free graph with
nodes P. Let (F,⊕) be a finite abelian group. The set F is called the alphabet.

To be able to perform a single sending step, called a round, each pair of participants Pi, Pj who are
directly connected by an edge of G choose a key Kij  from F randomly1. Let Kji  := Kij . Participants Pi and
Pj keep their common key secret. The graph G is called key graph, the matrix K of all keys is called key
combination.

Each participant Pi chooses a message character Mi from the alphabet F, outputs his local sum

Oi := Mi ⊕ ∑
{ Pi ,Pj} ∈ G

 

   s ign(i - j ) • K i j
 
 

(2.1)

and receives as input the global sum

1 In the following, the term "X is randomly chosen from a set M" is abbreviated by "X ∈R M". This means that X is a
uniformly distributed random variable which is independent of "all other variables". What is meant by "all other variables"
should always be clear from the context.
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S := ∑
j=1

n

 O j
 
 

(2.2)

As usual, the symbolic operation ±1•Kij  is defined by +1•x := x and -1•x := -x.

Superposed sending realizes an additive multi-access channel with (digital) collisions, which is stated in the
following lemma.

Lemma 2.1 If the local sums are computed according to (2.1), then the global sum defined in (2.2)  is
equal to the sum of all message characters:

S = ∑
j=1

n

 M j
 
 

(2.3)

Proof.  In (2.2) each key is both added and subtracted exactly once.

If exactly one character Mi has been chosen unequal to 0, this character is successfully delivered to all
participants. Otherwise a (digital) collision occurs which has to be resolved by a multi-access protocol, cf.
Section 2.2.

Superposed sending guarantees unconditional sender untraceability. Let A denote the subset of participants
controlled by the attacker. If the graph G \ (P × A) is connected, the attacker gets no additional information
about the characters Mi besides their sum.

Lemma 2.2 Superposed sending. Let A be the subset of participants controlled by the attacker and
assume G \ (P × A) to be connected. Let (O1, …, On) ∈ Fn be the output of a single
round.

Then for each vector (M1, …, Mn) ∈ Fn which is consistent with the attacker's a
priori knowledge about the Mi and which satisfies

∑
j=1

n

 O j
 
 
 = ∑

j=1

n

 M j
 
 

(2.4)

the same number of key combinations exist which satisfy Equation (2.1) and which are
consistent with the attacker's a priori knowledge about the Kij .

Hence the conditional probability for (M1, …, Mn) given the output (O1, …, On) (i.e.
the a posteriori probability) is equal to the conditional probability for (M1, …, Mn) given
the sum in (2.4) only (i.e. the a priori probability).

This is stated and proved in [Chau_88] for F = GF(2) by a technique which can easily be applied to any
finite field. In [Pfit_89 Sect. 2.5.3.1] and in the following, Lemma 2.2 is proved for any finite abelian
group F. (The general applicability of finite abelian groups was also mentioned in [Pfi1_85].)

Proof. Let M' := (M'1, …, M'n) ∈ Fn be another vector which satisfies (2.4) and which is consistent with
the attacker's a priori knowledge about the Mi.

To prove Lemma 2.2, a finite sequence M0, M1, … of vectors from Fn is defined, which all satisfy Eq.
(2.4) and which differ in only two components. Let Mk = (Mk

1, …, Mk
n).

Let M0 := (M 1, …, M n), hence M 0 satisfies Eq. (2.4). If M k = M'  then stop. Now assume
Mk ≠ M'. Since both Mk (by induction hypothesis) and M' satisfy Eq. (2.4) there are at least two different
indices i, j with Mk

i ≠ M'i and Mk
j ≠ M'j, and since both Mk and M' are consistent with the attacker's a

priori knowledge Pi, Pj ∉ A. Define

Mk+1
i := M'i
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Mk+1
j := Mk

j ⊕ Mk
i  ⊕ -M'i (2.5)

Mk+1
h := Mk

h  for all h ∉{ i, j}
Obviously Mk+1 satisfies (2.4). After a maximum of n - 1 steps the sequence stops with Mk = M'.

Let Kk be the set of all key combinations which satisfy (2.1) for the vector Mk and which are consistent
with the attacker's a priori knowledge. Between each pair Kk, Kk+1 a bijection φk is defined. Hence
|Kk| = |Kk+1| for all k and therefore |K0| = |Kn-1| where Mn-1 = M'.

To define φk consider the equations (2.5). Let ∆ := Mk+1
i ⊕  -Mk

i. Then Mk+1
i = Mk

i ⊕  ∆ and
Mk+1

j = Mk
j ⊕ -∆.

Because of the connectivity of G  \ (P ×  A) a path (P i  = Pk1
, …, Pkm

 = P j) exists with
Pkh

 ∉ A and (Pkh
,Pkh+1

) ∈ G \ (P × A). Let K ∈ Kk. Then φk(K) is defined by changing the keys on this
path appropriately:

 ∀ h = 1, …, m-1:  φk(K)khkh+1
 := Kkhkh+1

 ⊕ -∆ • sign(kh-kh+1),

φk(K)kh+1kh
 := φk(K)khkh+1

and

 ∀ (f, g) ∉ { (kh, kh+1), (kh+1, kh) | h=1, …, m-1 }:  φk(K)fg := Kfg
The construction of φk is depicted in Figure 1.

- ∆

Pk1
Pk7

- ∆

Pk2
Pk3

Pk4
Pk5

Pk6

- ∆

Mk
k1 Mk

k7 

∆+∆+∆+∆+

∆+

Figure 1 Construction of φk from a path with m = 7. The vertical arrows indicate the change of Mk
kh

,

h=1, 7, the horizontal arrows the numerical order of the kh, and the ±∆ the change of

Kkhkh+1
:

Pkh

∆+

Pkh +1
:⇔ kh < kh+1 and therefore φk(K)khkh+1

 := Kkhkh+1
 ⊕ ∆

Obviously, the local outputs of Pkh
, h = 1, …, 7, are not changed by φk.

It can easily be checked that φk(K) satisfies (2.4). Because φk(K) differs from K only in keys which are
unknown to the attacker, φk(K) is necessarily consistent with the attacker's a priori knowledge. Since φk is
simply a translation of the group F|G|, the bijectivity of φk is obvious.

2.2 Efficient and anonymity preserving multi-access protocols

To use the multi-access channel superposed sending offers, it is necessary to regulate the participants'
access to the channel by an appropriate, i.e. efficient and anonymity preserving protocol.

For an in depth discussion of possible protocols cf. [Pfit_89 Sect. 3.1.2]. In the following, some
protocols are mentioned, and two protocols are described in detail: a reservation map technique and
superposed receiving.

The first step for each multi-access protocol is to combine a fixed number c of characters into a message.
Each message is transmitted in c consecutive rounds, which are called a slot.
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In the following, rounds are numbered from 1 to a maximum number tmax. Parameter tmax is necessary
for technical reasons only. Usually ld(|F|) • tmax, i.e. the maximum number of transmitted bits, can be
assumed to be very large, e.g. ld(|F|) • tmax = 1025. Even with a rather unrealistic transmission rate of 1015

bps this is sufficient for about 317 years of superposed sending.
The character and output of participant Pi in round t are named Mi

t and Oi
t, respectively, the global sum

in round t is named St.

The simplest protocol is the well known (slotted) ALOHA [Chau_88, Tane_88 Sect. 3.2]: If Pi has a
message to send, he simply does so in the next slot. If another participant has decided to send a message,
too, a collision occurs, which is detected by Pi. After waiting a random number of slots, Pi retransmits his
message. Obviously ALOHA preserves anonymity, but wastes the transmission capacity of the network.

2.2.1 Reservation map technique

To avoid collisions of messages, a simple reservation map technique can be used: a slot of r rounds, the
reservation frame, is used to reserve the following up to r slots [Pfi1_85 Sect. 2.2.2.2].

Let m be an arbitrary integer ≥ n, and let F be the additive group of integers modulo m. For each
message Pi plans to send, he chooses an index k from {1, …, r} at random and outputs 1 as his k-th
character for the reservation frame. The resulting reservation message consists of three classes of
characters: 0, indicating an unreserved slot, 1, indicating a reserved slot, and {2, …, m-1}, indicating
collisions. Since all message slots with corresponding reservation character ≠1 are of no use, they are
skipped, i.e. the reservation frame is followed only by as many message slots as there are successful
reservations. A slot with reservation character =1 is used by the participant who has sent a 1 in the
corresponding reservation round.

A similar reservation technique, the bit-map reservation technique, is described in [Chau_88]: instead of
using a relatively large group F to enable the detection of multiple collisions, the superposition is done in
F = GF(2) and a value r in the order of the square of smax, the maximum number of reservations, is used
to make multiple collisions of an odd number of reservations rather unlikely. Therefore the scheme requires
smax

2 additional bits per smax sent messages.

2.2.2 Superposed receiving

The following two collision resolution techniques are based on the observation that
• collisions on this channel, in contrast to an analog one, carry useful information, namely the sum of

all collided messages, and
• it is possible to compute s collided message characters from s well-defined "collisions", i.e. sums.

Therefore these techniques are subsumed under the name superposed receiving.

The first one is an algorithm suggested by ANDREAS PFITZMANN  in [Pfit_89 Sect. 3.1.2] and called tree-
like collision resolution with superposed receiving. It improves CAPETANAKIS collision resolution
algorithm described in [Mass_81] using the fact that the set of s collided characters Mi can be computed
from each set of s linearly independent sums of these characters. (A performace evaluation of the following
can be found in [Marc_88].)

Let smax be the maximum number of collided messages, e.g. smax = n, and {0, 1, 2, …, Mmax} ⊂ ZZ
the set of all allowed message characters. The alphabet F is chosen to be the ring of integers modulo m
where m is greater than smax • Mmax. As usual each character M ∈ F can be interpreted as an integer. A
message consists of two characters: For a participant who has to send a message, the first character is
always 1 and the second is his message character. For a nonsending participant both are always 0.
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Now assume that a new round of the protocol starts and an a priori unknown number of participants
have decided to send a message. Let SP denote the set of all sending participants, ∑ the sum of their
characters Mi modulo m, and s := |SP|.

Thus the first slot contains the pair (s, ∑). A number s ≥ 2 indicates a (digital) collision. To resolve it,
each participant computes the average message MA := ∑/s, which is possible, since the modulus m has
been chosen so large that ∑ is also the sum of the characters in ZZ.

This average is used to deterministically divide the set SP into two disjoint subsets SP1 and SP2: SP1
consists of all participants Pi ∈ SP with Mi ≤ MA, SP2 consists of all other sending participants. For
i = 1, 2 define si and ∑i in analogy to s and ∑.

All participants Pi ∈ SP1 immediately repeat their messages (1, Mi) in the next slot, hence each user
receives the pair (s1, ∑1) and can compute the pair (s2, ∑2) = (s ⊕ -s1, ∑ ⊕ -∑1).

Given the rare case s2 = 0, the protocol terminates after the second slot: each participant Pi ∈ SP has
sent the same character Mi = MA. Otherwise, i.e. s2 ≠ 0, the sets SP1 and SP2 are both nonempty and the
collision resolution procedure is recursively applied to (si, ∑i), i = 1, 2.

To resolve a collision of s messages, the protocol deterministically needs a maximum of s slots, i.e.
s • (2•log(smax) + log(Mmax)) bits.

The second one is suggested by JURJEN BOS and BERT DEN BOER in [BoBo_89] and called root-finding
collision resolution with superposed receiving. It is based on the observation that the collision of s different
characters can be resolved using the sums of the first s powers of the characters (where F is a sufficiently
large finite field).

The collision is resolved by computing the coefficients of a polynomial whose zeros are exactly the
collided characters, and by factoring this polynomial. Since factoring is an expensive task [Rab1_80] the
computational complexity of this technique is much higher than that of tree-like collision resolution. On the
other hand it needs only s • log(Mmax) bits.

To allow long messages to be sent, either the alphabet F could be made large enough to represent a long
message by a single character, or superposed receiving could be used as a reservation technique
(reservation by superposed receiving):

Each participant willing to send a message chooses a reservation message RMj at random and sends it in
the next possible reservation phase. The collision of all s reservation messages is resolved, after which each
Pi sorts the received reservation characters RMj according to their numerical values. The order of the RMj
naturally defines an order of all reserving participants, according to which each Pj sends his real message in
the appropriate one of the next s slots. (To increase the fairness of the reservation scheme, this order can be
shifted cyclically by an index randomly chosen by all participants together [BoBo_89].)

The probability of collisions is exponentially small in log(|F|).

2.3 Some remarks on sender untraceability schemes

Given the very strong assumption of an unlimited attacker (i.e. there may be an arbitrary number of
attackers |A| < |P|, there are no computational restrictions) the fundamental restrictions of superposed
sending as far as performance and reliability are concerned are a consequence of its sender untraceability: In
order to make the physical behaviour of a participant meaningless, it is necessary that a participant Pi who is
willing to send a character Mi

• does this in an encrypted way,
• each other participant Pj outputs a character, too, and
• the attacker is not able to learn anything about Mi before knowing all the outputs.
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Because the attacker is assumed to be an insider it follows from the last fact that the result of such a
single sending step cannot contain more information than the last of the participant's output does. Therefore
any unconditional sender untraceability scheme realizes a multi-access channel and superposed sending
offers the best possible channel capacity as far as only a single round is concerned [Pfit_87].

To guarantee the unconditional sender untraceability, the global output of the realized multi-access
channel has to depend on each participant's output, therefore any unconditional sender untraceability
scheme can be untraceably disturbed by each participant.

As far as I know, superposed sending is the only unconditional sender untraceability scheme which
withstands an unlimited attacker.

There are two other untraceability schemes known from literature, the MIX-net [Chau_81] and the
concept of physical unobservability [Pfit_84]. Both can only withstand weaker attackers than superposed
sending. The first is based on the use of a public-key cryptosystem and the existence of a number of
network stations, called MIXes, at least one of which has to be trustworthy. The second assumes that the
attacker only controls a very small number of participants.

In [BeGW_88, ChCD1_88, Chau1_89] very general techniques for information theoretically secure
fault tolerant distributed computations are described. In general these techniques can be used for
implementing a sender and recipient untraceability scheme, but they can only withstand attackers with
3 • |A| < |P| and are therefore not further considered here. Also, an untraceability scheme based on such a
general technique would be far more expensive than superposed sending with fail-stop key generation
described in Section 3.2.

To reduce the tremendous number of randomly chosen keys for superposed sending which have to be
exchanged by the participants, one can use keys which are generated by pseudorandom bitgenerators
(PRBG). If the PRBG used is cryptographically strong, i.e. if distinguishing the PRBG from a true
random source in random polynomial time is provably equivalent to solving a (hopefully) hard problem
[VaVa_85], tracing becomes equivalent to this hard problem, too, but the unconditional sender
untraceability is lost.

Because of the growing importance of public telecommunication networks, it seems necessary to look for
efficient implementations of untraceability schemes resulting in networks without user observability. For
details about the motivation and the more practical aspects of this task cf. [Cha8_85, Pfi1_85, PfWa_86,
PfPW_88, Pfit_89].

3 Active attacks on untraceability

The power of an active attack is based on a very simple observation: for services using two-way
communication it is impossible to realize unconditional sender untraceability without unconditional recipient
untraceability and vice versa.

To see this, assume that one of the participants controlled by the attacker, say Pa, communicates with
some honest participant X, and that X will answer a message M by sending a message M'. If the attacker is
able to identify the sender of M', he can identify the recipient of M and vice versa. If the attacker doesn't
control Pa, the same is true for light traffic; then the attacker can identify both communication partners.

In general if sending and receiving is correlated (which is usually the case) the attacker can always learn
something about recipients from identifying senders and vice versa.

If active attacks are possible, superposed sending doesn't guarantee recipient untraceability and therefore it
doesn't guarantee sender untraceability:
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Let I i (I i
t) be the input character which participant Pi receives (in round t) and which should always be

equal to the global sum S (St).
Assume that the attacker is able to deliver an arbitrary character I* i to each participant Pi instead of the

correct character I i. This may be possible e.g. if the DC-net is implemented using a star whose centre
collaborates with the attacker. Further assume that participant Pa, who is controlled by the attacker,
communicates with the honest participant X according to some protocol. Pa knows that X will always
answer to a received message M within a given time by sending a message M'.

If the attacker delivers message M consecutively to a single participant only, and a meaningless message
to all others, he can always identify X by checking whether he receives M' or not. Instead of delivering M
to a single participant only, he can deliver it to a subset of the participants. By successively partitioning the
participants he can identify X in log(n) rounds, provided that the protocol between X and Pa consists of at
least log(n) interactions (on average log(n) / 2 interactions would suffice).

One could argue that this attack can be avoided by using networks for which it is physically more difficult
to manipulate the input characters of all participants, e.g. trees or rings.

But even if the attacker can only manipulate what a single participant Pi  receives, at least the
unobservability of this participant is essentially decreased, since the attacker can test whether he is
communicating with Pi or not.

In case of a network where the participants' stations actively forward other participant's messages (e.g.
the ring implementation suggested in [Chau_88]), this attack can be performed by the neighbors of Pi
without any technical manipulation. Generally, it can be performed by physically disturbing the channel of
Pi, or by physically disconnecting Pi from the real network and connecting it to a simulated one with similar
physical characteristics.

(If for the case of a ring network one assumes that this attack is not possible, or that observability of
single participants is acceptable, i.e. that generally neither participants attack their neighbors nor attackers
are able to manipulate cables between participants, then it is more efficient to use the concept of physical
unobservability [Pfit_84] to realize untraceability than to use superposed sending.)

If it were guaranteed that in all rounds t = 1, …, tmax each participant not controlled by the attacker receives
the same input character, then superposed sending would guarantee unconditional sender and recipient
untraceability in the presence of arbitrary active attacks. Such a network is called a DC+ -net.

For an a priori given number tmax of rounds this is the well known problem of reliable broadcast.
Instead of using a fixed tmax one can also try to limit tmax adaptively: if in round t two honest participants
receive different characters then tmax is set to t; this is called fail-stop broadcast here.

3.1 Reliable broadcast

Reliable broadcast is defined by the following two properties [PeSL_80]: in each round t
i. every two honest participants Pi and Pj receive the same character, i.e. I i

t = I j
t, and

ii. if the "sender" X is honest, then each honest participant receives the character sent by X.
If superposition of local sums is done by a central station, e.g. the centre of a star network, which delivers
the global sum to all participants, only the centre has the function of a "sender". If each participant receives
the local sum of each other and computes the global sum locally for himself, each participant acts as
"sender".

Some types of networks, e.g. satellite networks, offer reliable broadcast without any additional protocol,
but because of their bandwidth limitations they are not very usual in two-way telecommunication. Also the
DC-network is meant to be usable with a variety of underlying communication networks, e.g. rings,
therefore a cryptographic solution should be preferred to a physical one.
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The problem of achieving reliable broadcast on a network which does not provide it automatically is also
known as the Byzantine Generals problem, its solution by protocols as Byzantine Agreement [PeSL_80,
LaSP_82].

It has been proved that information-theoretically secure protocols for reliable broadcast exist iff the
number of honest participants is greater than twice the number of dishonest participants, i.e.
|P| > 3•|A|, and the attacker is not able to prevent communication between honest participants [LaSP_82].
All protocols for information-theoretically secure reliable broadcast implicitly make use of perfect
authentication codes [GiMS_74, Sim3_88] and therefore require a large number of additional secret keys
exchanged by the participants.

Based on the existence of secure signatures there are reliable broadcast protocols for arbitrary numbers
|A| < |P| [LaSP_82]. An adaptive Byzantine Agreement protocol, i.e. one which withstands an attacker with
3 • |A| < |P| or |A| < |P| and A is computationally restricted, is described in [WaPf_89, WaPf1_89].

Because of its severe limitation 3 • |A| < |P| reliable broadcast does not seem to be a useful technique for the
desired unconditional recipient untraceability and is therefore not further considered here.

Fail-stop broadcast combines both advantages: it can be implemented in a more efficient way than reliable
broadcast and it is unconditionally secure in spite of arbitrary attackers.

3.2 Fail-stop broadcast

The goal of fail-stop broadcast is to stop message transmission as soon as two honest participants receive
different input characters.

If such a difference is detected by an honest participant Pi, the fail-stop can easily be performed: Pi
simply disturbs the superposed sending in the subsequent rounds by choosing his outputs randomly from F
instead of following Eq. (2.1). Then the global sums of all subsequent rounds are independent of the
message characters.

In Section 3.2.1 the most obvious, but inefficient, implementation of this idea by a comparison protocol is
discussed.

In Section 3.2.2 fail-stop key generation schemes are described: they generate keys for superposed
sending dependent on the received input characters and ensure that two participants who have received
different input characters will use completely independent keys (at least with high probability) and thus will
stop message transmission.

It is shown that the most efficient key generation scheme (Sect. 3.2.2.2) does not affect the performance
and reliability characteristics of pure superposed sending.

3.2.1 Comparison of input characters

To detect a difference, the participants can explicitly compare their input characters using an additional
protocol: After each round of superposed sending each participant Pi sends his input character I i to all
participants Pj with j > i. If an honest participant Pj receives an input character unequal to I j from another
participant Pi, or if he receives nothing from a Pi with i < j, he will disturb superposed sending in all
subsequent rounds.

Such test phases are well known from Byzantine Agreement protocols.

To make the tests dependable, communication between Pi and Pj should be protected by a perfect
authentication scheme [GiMS_74, Sim3_88], i.e. a scheme which allows the attacker to successfully forge
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a message with probability at the most 1 / √|F|, if F is used as key space. An additional message and a
secret key are therefore necessary for each test.

The number of tests necessary can be determined according to the attacker's assumed power: define G*

to be an undirected graph whose nodes are the participants. Two participants Pi and Pj are directly
connected in G*  iff Pi and Pj compare their input characters. In analogy to superposed sending, the
following Lemma 3.1 holds:

Lemma 3.1 Let A be the subset of participants controlled by the attacker and assume
G*  \ (P × A) to be connected.

If two honest participants Pi and Pj receive different input characters I i, I j, then there
exists a pair of honest participants Pi' and Pj' who are directly connected in G*  and who
also receive different input characters.

Hence either Pi' or Pj' detects the difference and disturbs superposed sending.

Proof.  Because of the connectivity of G*  \ (P × A) there exists a path (Pi = Pk1
, …, Pkm

 = Pj) with
Pkz

 ∉ A and (Pkz
, Pkz+1

) ∈ G*  \ (P × A). It is assumed that I i ≠ I j, hence there exists an index z such that
Ikz

 ≠ Ikz+1
. Choose (i' , j') = (kz, kz+1).

Obviously the connectivity of G*  \ (P × A) is a necessary condition.
The scheme requires |G* | additional messages in each round, which is usually in the order of O(n2). If

G = G* , and if it is assumed that for each test message the authentication scheme requires a key chosen
from F, the number of privately exchanged keys is increased by a factor of two in comparison with pure
superposed sending.

In a physical broadcast environment, the number of test messages can be reduced to O(n) broadcast
messages by using a digital signature scheme [DiHe_76, GoMR_88] instead of an authentication scheme.
But this results in scheme which is computationally secure only.

3.2.2 Message dependent key generation

3.2.2.1 Deterministic fail-stop key generation

A more efficient realization of fail-stop broadcast is obtained by combining the tasks of detecting differences
and stopping the network: if the keys Kij  and Kji  used for superposed sending depend completely (but not
exclusively) on the characters received by Pi and Pj, then a difference between I i and I j will automatically
disturb superposed sending, thereby stopping message transmission.

Define δij
t := Kij

t ⊕ -Kji
t and εij

t := I i
t ⊕ -I j

t for all i, j, t. A key generation scheme for superposed
sending is required which guarantees for all Pi and Pj directly connected in G:

SS Superposed sending: If for all rounds s = 1, …, t-1 the equation I i
s = I j

s holds, then the keys
Kij

t and Kji
t for round t are equal and randomly selected from F. More formally:

[∀ s ∈ {1, …, t-1}: εij
s = 0] ⇒  Kij

t ∈R F and δij
t = 0

Then superposed sending works as usual.
FS Fail-stop: If there exists an index s < t with I i

s ≠ I j
s, then the keys Kij

t and Kji
t for round t are

independently and randomly selected from F. More formally:

[∃ s ∈ {1, …, t-1}: εij
s ≠ 0] ⇒ Kij

t ∈R F and δij
t ∈R F

Superposed sending is disturbed by any such pair, i.e. the global sum is independent of the
message characters sent. Because of the connectivity of G \ (A × P) this realizes the fail-stop
property according to Lemma 3.1 (with G = G*).
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In the rest of Section 3.2.2 an arbitrary, but fixed, key pair (Kij, Kji) with Pi ∉A and Pj ∉A is considered.
Therefore indices i, j are often omitted.

The most powerful attacker is assumed: he is able to observe the values of Kij
t and Kji

t for each round t
directly and he can deliver arbitrary input characters I i

t and I j
t to Pi and Pj. Participants Pi and Pj are

assumed to by unsynchronized, hence the attacker can wait for Kij
t+1 before he delivers I j

t to Pj.

Let (F, +, •) be a finite field and let a1, a2, …, atmax and b1, b2, …, btmax-1 be two sequences whose
elements are randomly selected from F and privately exchanged by Pi and Pj. Define for t = 1, …, tmax

Kij
t := at + ∑

k=1

t-1
  

b t -k  •  I i
k

   

(3.1)

Kji
t := at + ∑

k=1

t-1
  

b t -k  •  I j
k

   

Lemma 3.2 The key generation scheme defined by Equation (3.1) satisfies the two conditions SS and
FS formulated above.

Proof.  Since at ∈R F, and since ∑ := Kij
t - at is independent of at, Kij

t ∈R F.

Assume εij
s = 0 for all s < t. Then obviously δij

t = 0 and condition SS is satisfied.

Now assume that s is the first round with εij
s ≠ 0. For simplicity let εu := εij

u and δu := δij
u. The

differences δu are formed according to the following system of linear equations:

δu = 0  for u = 1, …, s

 




 


δs+1

δs+2

…

δt-1

δt

 =  

 




 


εs 0 … 0 0

εs+1 εs … 0 0
… … … … …

εt-2 εt-3… εs 0

εt-1 εt-2… εs+1 εs

 •  

 



 

b1

b2

…

bt-s-1

bt-s

Since εs ≠ 0, the matrix is regular and defines a bijective mapping. Since all bu ∈R F, all δu are uniformly
and independently distributed in F. The independence of all Kij

1, …, Kij
t and δs+1, …, δt follows from the

independence of all a1, …, at and δs+1, …, δt.

The additional expenditure of this key generation scheme is given by
• the 2•tmax - 1 privately exchanged keys at, bt for each pair Pi, Pj directly connected in G (instead of

only tmax for pure superposed sending),
• the storage of all tmax-1 received input characters, and
• the (t-1) field additions and multiplications for computing the key for round t.

From the last fact it follows that the scheme requires an average of tmax / 2 field additions and
multiplications per round. Hence the scheme does not seem to be very practical.

Given the assumption that there is no additional communication between Pi and Pj about their current
states the scheme is optimal with respect to the number of exchanged keys and additional storage
requirements.
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Lemma 3.3 The key generation scheme defined by Equation (3.1) is optimal with respect to the
number of exchanged keys and additional storage requirements, i.e. each key generation
scheme which deterministically satisfies conditions SS and FS requires at least
• the storage of all tmax - 1 received input characters and
• 2•tmax - 1 privately exchanged keys.

Proof.  The first limit is obvious: the scheme has to distinguish between all possible sequences of tmax
input characters, hence all input characters have to be stored.

For proving the second limit, let Z be the secret key shared by Pi and Pj and used for generating the keys
Kij

t, Kji
t, t = 1, …, tmax. Let H(I i), H(I j), H(Kij

1), H(Kij
(2,tmax)), H(Kji

(2,tmax)), H(Z) be the entropy of
the random variables I i = (I i

1, …, I i
tmax), Ij = (I j

1, …, I j
tmax), K ij

1 (=K ji
1), K ij

(2,tmax) = (K ij
2, …,

Kij
tmax), Kji

(2,tmax) = (Kji
2, …, Kji

tmax), and Z, respectively [Gall_68, Chapter 2].
By applying standard rules of information theory

H(Kij
1Kij

(2,tmax)Kji
(2,tmax) | I iI j) ≤ H(ZKij

1Kij
(2,tmax)Kji

(2,tmax) | I iI j)

= H(Z | I iI j) + H(Kij
1Kij

(2,tmax)Kji
(2,tmax) |  ZIiI j)

Since Z is chosen independently of the attacker's input characters H(Z | IiI j) = H(Z), and since the keys are
completely determined by Z and I i, I j, H(Kij

1Kij
(2,tmax)Kji

(2,tmax) |  ZIiI j) = 0.
Hence it follows

H(Z) ≥ H(Kij
1Kij

(2,tmax)Kji
(2,tmax) | I iI j)

Since only a lower bound is proved, it can be assumed that the attacker chooses I i
1 and I j

1 differently. Then
the keys Kij

1, and Kij
t, Kji

s for t, s = 2, …, tmax are independently chosen, i.e.

H(Kij
1Kij

(2,tmax)Kji
(2,tmax) | I iI j) = H(Kij

1Kij
(2,tmax)Kji

(2,tmax))

= H(Kij
1) + H(Kij

(2,tmax)) + H(Kji
(2,tmax))

Hence

H(Z) ≥ H(Kij
1) + H(Kij

(2,tmax)) + H(Kji
(2,tmax))

i.e. Z must consist of at least 1 + (tmax-1) + (tmax-1) = 2 • tmax - 1 keys.

3.2.2.2 Probabilistic fail-stop key generation

To get a more efficient key generation scheme, it seems necessary to switch to a probabilistic version of FS:
For a given fail-stop mechanism, let ProbA be the attacker's probability of success. The attacker is
successful if, in spite of choosing I i

s ≠ I j
s for a s < tmax, there exists an index t, s < t ≤ tmax, such that the

global sum St and the message characters Mi
t, i = 1, …, n, are not independent.

For each d ∈IN define
FSd If two honest participants receive two different input characters in round t, they will disturb

superposed sending for the following d rounds.
The maximum number d for which FSd is satisfied is a random variable with probability distribution
Prob(d).

Let a1, a2, …, atmax, b3, b4, …, btmax, e be randomly and privately selected elements of the finite field F.
Let b1 = b2 = 0 and let Kij

0 = Kji
0 = 0 and I i

0 = I j
0 = 0. Then define for t = 1, …, tmax

Kij
t := at + bt • Kij

t-1 + e • I i
t-1

(3.2)
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Kji
t := at + bt • Kji

t-1 + e • I j
t-1

Lemma 3.4 The key generation scheme defined by Equation (3.2) satisfies condition SS. The
maximum number d for which FSd is satisfied is a geometrically distributed random
variable:

Prob(d) = 
1
|F| • ( 1 - 

1
|F| )

d-1

The attacker's probability of success is

ProbA ≤ 1 - (1 - 
1
|F|)

tmax

Proof.  Since at ∈R F, and since ∑ := Kij
t - at is independent of at, Kij

t ∈R F.

Assume εij
s = 0 for all s < t. Then obviously δij

t = 0 and condition SS is satisfied.

Now assume that s is the first round with εij
s ≠ 0. For simplicity let εv := εij

v and δv := δij
v.

In the next round δs+1 = e • εs. Since δv = 0 for all v ≤ s the attacker has no information about the actual
value of e before round s+1. By assumption εs ≠ 0, hence δs+1 is uniformly distributed in F.

Now consider the rounds s + u + 1 with u ≥ 1. If δs+u = 0, then δs+u+1 = e • εs+u. From round s+1 the
attacker knows the value of e, hence δs+u+1 is not independently distributed in F. If δs+u ≠ 0, then
δs+u+1 = bs+u+1 • δs+u + e • εs+u. Since bs+u+1 is uniformly distributed in F, δs+u+1 is uniformly
distributed, too, and since bs+u+1 is only used in that round, δs+u+1 is independent of all other δ's.

Therefore the actual value of d is given by the lowest value d ≥ 1 for which δs+d = 0. Since δs+1 is
uniformly distributed,

Prob(δs+1 ≠ 0) = 1 - 
1
|F|

and since for δs+d ≠ 0, δs+d+1 is uniformly distributed,

Prob(δs+d+1 ≠ 0 | δs+d ≠ 0) = 1 - 
1
|F|

From this it follows

Prob(d) = 
1
|F| • ( 1 - 

1
|F| )

d-1

The independence of all Kij
1, …, Kij

t and δs+1, …, δd follows from the independence of all a1, …, at and
δs+1, …, δd.

The probability of success is simply the probability that s + d ≤ tmax:
ProbA = Prob(d ≤ tmax - s)

Since s ≥ 0,

ProbA ≤ Prob(d ≤ tmax) = 1 - Prob(d > tmax) = 1 - (1 - 
1
|F|)

tmax

Since d is geometrically distributed, the average value of d is |F| [Triv_82 p. 579]. Hence |F| must be
chosen considerably larger than tmax.

Corollary. Assume the key generation scheme of Eq. (3.2). Then

ProbA ≤ 1 - (1
4
)
tmax / |F|

Proof.  From Lemma 3.4 it follows

ProbA ≤ 1 - (1-
1
|F|)

tmax = 1 - (1-
1
|F|)

|F| • tmax / |F|
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The sequence (1 - 1
x
)
x
 increases monotonously. Since |F| ≥ 2

ProbA ≤ 1 - (1
4
)
tmax / |F|

Obviously with a decreasing value of tmax / |F| the probability ProbA vanishes. From the corollary it
follows for each 0 ≤ L < 1

tmax
|F|

 ≤ 1
2
 • ld( 1

1-L
)  ⇒   ProbA ≤ L

E.g. for L = 10-9

tmax
|F|

 ≤ 7 • 10-10

is sufficient, which is satisfied e.g. by |F| = 2108 and tmax = 1023. These values allow the transmission of

tmax • ld(|F|) = 1023 • 108 bits ≈ 1025 bits
For a transmission speed of 1015 bits/s (which is far beyond today's technology) this would be sufficient
for about 317 years.

The key generation of Eq. (3.2) requires as many privately exchanged keys as the scheme defined by Eq.
(3.1), i.e. 2•tmax -1.

To evaluate Eq. (3.2) for round t, it is only necessary to store the last key, Kij
t-1 (in contrast to the last

t-1 keys for Eq. (3.1)) and to perform 2 field additions and multiplications. In contrast to the scheme of Eq.
(3.1), only large fields are suitable.

3.2.2.3 Combination of key generation and explicit tests

If the multi-access protocol guarantees that for some slots only one participant is allowed to choose a
nonzero message, this participant can test the network:

Assume that superposed sending is stopped after a broadcast inconsistency by one of the key generation
schemes described above, i.e. the global sums are randomly distributed. Then each participant Pi who is
allowed to use a slot exclusively, and sends a message randomly selected from Fc, will receive a wrong
message with probability 1 - |F|-c. Thus he detects the disturbance with the same probability and can
explicitly stop superposed sending by choosing his following output characters randomly from F instead of
according to Eq. (2.1).

If it is guaranteed that each participant sends a test message within a fixed number s of slots, and if there
are at least two honest participants, this makes it unnecessary to consider more than the last
(s-1) • c input characters for key generation: after s-1 slots, superposed sending will be explicitly disturbed
with high probability by some honest participant who received a disturbed test message instead of the one
he sent.

The required fairness of the multi-access protocol can deterministically be satisfied by superposed receiving
and in a probabilistic sense by each reservation technique (Sect. 2.2). If e.g. each participant reserves
exactly one test message and at the most one real message in each reservation phase, each participant tests
the network within s = 4 • n slots.

Obviously the fairness of this can only be guaranteed if all participants behave fairly, i.e. each unfair
(and therefore dishonest) participant can prevent some honest participants from successfully doing their
required reservation. Therefore each honest participant who cannot send a message within s slots should
disturb superposed sending.
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The additional rules do not help the attacker: Assume that an honest participant Pi detects a disturbance, i.e.
I i

t ≠ Mi
t, and stops sending. Nevertheless the attacker is not able to observe the sending of Pi.

If the disturbance detected by Pi was a consequence of a previous broadcast inconsistency, the sending
was stopped anyway, hence there is nothing to show. Otherwise, and if all honest participants receive the
same input character, the unobservability of Pi follows from Lemma 2.2, and if the attacker manipulates the
broadcast property for round t, sending is stopped by the key generation scheme anyway, independent of
Pi 's test.

Proper modifications to the key generation schemes will be discussed in the following two sections.
The advantages and disadvantages of the combination are the same in both schemes:

• For key generation, the parameter tmax is replaced by (s-1)•c, which decreases the number of additional
secret keys from tmax to (s-1)•c, and for deterministic key generation the computation complexity from
O(tmax

2) to O(s2•c2) operations and from O(tmax) to O(s•c) required storage.
• Some honest participants may be forced to send meaningless test messages, thus the throughput of the

DC-net is decreased. The number of additional test messages depends on the participants' sending rates.

3.2.2.3.1 Combination of deterministic key generation and explicit tests

Assume that the deterministic scheme of Eq. (3.1) is used in combination with explicit tests.
If round u is the first disturbed round, the attacker has no information about the privately exchanged

keys bv, v = 1, …, u. After round u + (s-1) • c, it is highly probable that the DC+-net will be disturbed by
at least one honest participant who has detected the disturbance. Hence instead of tmax - 1 additional keys, a
maximum of (s-1) • c are really necessary:

Kij
t := at + ∑

k=t-(s-1)•c

t-1
  

b t -k  •  I i
k

   

(3.3)

Kji
t := at + ∑

k=t-(s-1)•c

t-1
  

b t -k  •  I j
k    

Lemma 3.5 The key generation scheme defined by Equation (3.3) satisfies condition SS. Together
with the additional rules for testing and disturbing it ensures the fail-stop property in a
probabilistic sense: Let h be the number of honest participants, h ≥ 2. Then

ProbA ≤ 
1

|F|c•(h-1)

Proof.  Since at ∈R F, and since ∑ := Kij
t - at is independent of at, Kij

t is uniformly distributed in F.
Assume εij

u = 0 for all u < t. Then obviously δij
t = 0 and condition SS is satisfied.

Now assume that u is the first round with εij
u ≠ 0. According to Lemma 3.3 (with tmax = (s-1)•c-1) the

global sums of the following (s-1)•c-1 rounds are all randomly chosen from F. Since it is assumed that
during the s slots each participant tests the network, the attacker's only chance is that during the first s-1
slots none of the at least h-1 honest participants detects the disturbance. The probability that a single test
doesn't detect a disturbance is |F|-c, hence the attacker's probability is less than |F|-c•(h-1). 

The scheme requires only (s-1) • c additional keys instead of the tmax-1 of the key generation scheme of
Section 3.2.2.1.
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The number of field operations per round is in the order of (s-1) • c - 1. To avoid unnecessarily
expensive field computations, F = GF(2) should be chosen. Here, with h ≥ 2, ProbA ≤ 1 / 2c.

Since each of the n participants should send a message within s slots, s should be in the order of n. In
this case, the scheme requires O(n • c) operations. For F = GF(2) and therefore c ≈ -log(ProbA)  this is
equal to O(n • -log(ProbA)).

3.2.2.3.2 Combination of probabilistic key generation and explicit tests

Assume that the probabilistic scheme of Eq. (3.2) is used in combination with explicit tests.
By the same argumentation as above it follows that instead of tmax - 1 additional keys, a maximum of

(s-1) • c are really necessary, i.e. it is possible to use the (s-1) • c keys b0, …, b(s-1)•c-1 cyclically:

Let a1, …, atmax, e, b0, …, b(s-1)•c-1 be randomly chosen keys. Then

Kij
t := at + bt mod (s-1)•c • Kij

t-1 + e • I i
t-1

(3.4)

Kji
t := at + bt mod (s-1)•c • Kji

t-1 + e • I j
t-1

Lemma 3.6 The key generation scheme defined by Equation (3.4) satisfies condition SS. Together
with the additional rules for testing and disturbing it ensures the fail-stop property in a
probabilistic sense:

ProbA ≤ 1 - (1 - 
1
|F|)

(s-1)•c

Proof.  The first part is proved as in Lemma 3.4. The worst case for the second part, i.e. the best case for
an attacker, is that out of all testing participants only the last two are honest. Then the attacker is
unsuccessful iff the actual value of d (defined as for Eq. (3.2)) is greater than (s-2) • c, and the test detects
the disturbance. Hence

ProbA ≤ 1 - ∑
j=1

c-1

 (Prob(d=(s-2)•c+j) • (1 - 1

|F|j
)) - Prob(d ≥ (s-1)•c) • (1 - 

1

|F|c
)

≤ 1 - Prob(d ≥ (s-1)•c) • (1 - 
1

|F|c
)

= 1 - (1 - 
1
|F|)

(s-1)•c-1 • (1 - 
1

|F|c
)

≤ 1 - (1 - 
1
|F|)

(s-1)•c

Again only large fields F (e.g. ld(|F|) ≈ 150) are suitable.

4 Final remarks

Superposed sending together with one of the discussed fail-stop key generation schemes (Sect. 3.2.2)
guarantees the desired unconditional sender and recipient untraceability.

If one tries to transform this nice theoretical result into a real communication network, a lot of practical
problems must be solved, but none of them becomes really harder if fail-stop broadcast is used in addition
to normal superposed sending.

For this, consider the performance of superposed sending measured by
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• the number of exchanged keys per message transmitted,
• its communication complexity,
• its computational complexity,
• and the reliability of the scheme.
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Figure 2 Comparison of fail-stop key generation schemes.

The number of additional keys is increased by a factor of two at the most. This was shown to be the optimal
value for deterministic key generation schemes without explicit tests. In theory this seems to be acceptable,
and in practice pseudorandomly generated keys one will mostly be chosen anyway (and as a result of this,
unconditional untraceability will be lost).

Communication complexity (Fig. 2).  None of the pure key generation schemes (Sect. 3.2.2.1, 3.2.2.2)
requires additional messages to be sent.

If combinations of key generation and explicit tests (Sect. 3.2.2.3) are used, some honest participants
may be forced to send meaningless test messages. The number of additional test messages depends on the
participants' sending and testing rates. If real messages are encrypted end-to-end, they appear to be
randomly selected from Fc, i.e. they can be used instead of explicit test messages.

Computational complexity  (Fig. 2).  The key generation requires some additional time and memory for
each exchanged key. For that reason the schemes with deterministic key generation (Sect. 3.2.2.1,
3.2.2.3.1) seem to be less practical, but if one uses one of the schemes with probabilistic key generation
(Sect. 3.2.2.2, 3.2.2.3.2), the computation requires only the storage of the last key and two field additions
and multiplications per round and exchanged key.

All schemes except that of Sect. 3.2.2.1 realize probabilistic untraceability only, i.e. there is a small
probability that an attacker will successfully transmit different messages to different participants. But all
four schemes don't rely on any unproved assumptions.

For probabilistic key generation (Sect. 3.2.2.2, 3.2.2.3.2) only large fields F are suitable, but this is no
hard restriction:

• Usually the cardinality |F|c of the set of all transmission units "message" will be relatively large. It
doesn't matter whether one uses a small field and a large c or a large field and a small c.

• The reservation map technique and (reservation by) superposed receiving (Sect. 2.2) require a large
cyclic group (F,⊕), anyway. It is important to notice that the group (F,⊕) used for superposed
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sending need not be the additive (or multiplicative) group of the finite field (F,+,•) used for key
generation. E.g. one can use the field F = GF(2m) for key generation and, by interpreting the
elements of GF(2m) as binary encoded integers, the additive group of integers modulo 2m for
superposed sending.

The transmission delay introduced by key generation could be decreased by parallelizing the key generation
for different rounds. This can be done in two ways.

One can use k > 1 DC+-nets, say DC+0, …, DC+
k-1, in a time division technique, i.e. in round t the

DC+-net DC+
t mod k is used. To preserve untraceability, each interaction between participants should be

completely performed using only a single DC+-net, i.e. each participant should answer a message only by
that DC+-net by which he has received the message.

The other possibility is to use just one DC+-net, but to make the keys for round t dependent not on the
directly preceding rounds t-i , i  = 1, 2, …, t-1, but on the rounds t-i , i  = k, k+1, …, t-1 for a
k > 1. To preserve untraceability, each participant has to wait at least k-1 rounds before he answers to a
received character.

Naturally the fail-stop property decreases the reliability of the network, since every inconsistent broadcast
will immediately stop the network independent of whether it was caused by an attacker or a physical fault.
But most transient faults in a network can be tolerated by usual data link protocols [Tane_88 Chapter 4],
and if a permanent fault occurs (e.g. if a participant's station is damaged or all links between two
participants are cut), superposed sending is disturbed and the network is stopped anyway. Therefore
reliability is not essentially reduced by the discussed fail-stop schemes.

The problem of combining untraceability and serviceability in spite of active attacks is discussed in
[WaPf_89, WaPf1_89].

Hence, the pure probabilistic key generation scheme (Sect. 3.2.2.2) with an appropriately large field F
seems to be the most practical choice.
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