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Abstract. A protocol is described which allows to send and receive messages anonymously using an arbitrary comm
network, and it is proved to be unconditionally secure.

This improves a result byAYID CHAUM: The DC-net guarantees the same, but on the assumption of a reliable brc
network. Since unconditionally secure Byzantine Agreement cannot be achieved, such a reliable broadcast network
realized by algorithmic means.

The solution proposed here, the D@et, uses the DC-net, but replaces the reliable broadcast network by a fail-stc
By choosing the keys necessary for the DC-net dependently on the previously broadcast messages, the fail-stop broac
achieved unconditionally secure and without increasing the complexity of the DC-net significantly, using an a
communication network.
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1 Overview

In [Chau_88] wID CHAUM describes a technique, the DC-net, which should allow to send and re
messages anonymously using an arbitrary communication network.

Section 2 gives a short and slightly generalized description of the sending mechanism of the
calledsuper posed sending here. Some known efficient and anonymity preserving multi-access protoct
using the multi-access channel superposed sending offers are described.

In [Chau_88] the untraceability of senders and recipients of messages is provethtoieitiona) but
this proof implicitly assumes eeliable broadcast network, i.e. each message broadcast by an |
participant is received by each other participant without being changed. ioceditionalByzantine
Agreement (i.e. Byzantine Agreement in spite of an attacker with unlimited computational power wl
control an arbitrary number of participants) is impossible, such a network cannot be reali
cryptographic means. Thus the assumption may be rather unrealistic.

In Section 3 it is shown how the sending of a specific particidaain be traced by an active attacl
who is able to alter the messages received bypd who controls the current communication partnet.c
A number of countermeasures, calfed-stop broadcast schemes, are proposed, and it is proved that
one will achieve the desirathconditionaluntraceability in spite of active attacks, independent of
underlying communication network. Superposed sending together with fail-stop broadcast is@ifed
net.

Without any further measures, tb& viceability of the multi-access channel of superposed sending i
good: each faulty or dishonest participant can untraceably and enduringly disturb the channel.
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Unfortunately no measures are known which can guarantee serviceability while pres
unconditionaluntraceability usingrbitrary communication networks. Therefore this problem is not fur
considered here.

A scheme which guaranteesar |y unconditional untraceability and computationally secure serviceabil
(i.e. untraceability if the attacker cannot prevent the honest participants from communicatii
serviceability if additionally the attacker is computationally restricted) is described in [WaF
WaPfl_89].

2 Unconditional sender untraceability

Section 2.1 describes the basic mechanisms of the DC-net, superposed sending and broadcast, ¢
the notation used throughout this paper. Section 2.2 describes anonymity preserving multi-access
for superposed sending, and in Section 2.3 some general remarks on sender untraceability sct
given.

2.1 Super posad sending

Assume that a number of participants want to exchange messages over an arbitrary commt
network. A computationally unlimited attacker, who is able to eavesdrop communication between :
of the participants (e.g. because he collaborates with the network operator) and who controls an
subset of the participants, tries to trace the messages exchanged between the participants to the
and recipients.

If all messages are delivered to each participant, the attacker is not able to tratntezrecipient of a
message. Therefore unconditionally reliable broadcast guaranteeslitional recipient untraceability.

It is important to notice that in this section, as in [Chau_88], attackers are assumed to be u
manipulate the consistency of broadcast.

Sender untraceability is guaranteeddaper posed sending, which realizes aanonymous multi-acces
channel:

LetP = {P4, ..., P} be the set of all participants and {&tbe an undirected self-loop free graph w
nodesP. Let (F,[1) be a finite abelian group. The $ets called thealphabet.

To be able to perform a single sending step, callesliad, each pair of participant;, P; who are
directly connected by an edge®fchoose a kel(j; from F randomly. Let Kji :=Kjj. Participantd and
Pj keep their common key secret. The grépts calledkey graph, the matrixK of all keys is calledkey
combination.

Each participan®; chooses a message charabtefrom the alphabét, outputs hidocal sum

0 :=M; O Z sign(-j) * Kj; 2.1)
{Pi,Pj}EIG

and receives as input tigbal sum

1 inthe following, the term X is randomly chosen from a skl is abbreviated by X Og M". This means thaX is a

uniformly distributed random variable which is independent of "all other variables". What is meant by "all other va
should always be clear from the context.
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n

S:= JZ 0, 2.2)

As usual, the symbolic operatiafi+K;; is defined by +2e:=xand -1x := -x.

Superposed sending realizesadditive multi-access channel with (digital) collisions, which is stated in tF
following lemma.

Lemma21 If the local sums areomputedaccording to (2.1), then the global sum defined in (2.2
equal to the sum of all message characters:

S= Z M| (2.3)

Proof. In (2.2) each key is both added and subtracted exactly[_hce.

If exactly one charactévl; has been chosen unequal to O, this character is successfully delivere:
participants. Otherwise a (digital) collision occurs which has to be resolved by a multi-access prot:
Section 2.2.

Superposed sending guaranteesonditional sender untraceability. Let A denote the subset of participar
controlled by the attacker. If the gra@h (P x A) is connected, the attacker gets no additional informe
about the charactehd; besides their sum.

Lemma2.2 Superposed sending. Let A be the subset of participants controlled by the attacker
assumeG \ (P x A) to be connected. Le©y, ..., 0,) O F" be the output of a singl
round.

Then for each vectoMy, ..., M,)) O F™" which is consistent with the attacker's
priori knowledge about thiel; and which satisfies

n n
Z O =y M, (2.4)
J: =,

the same number of key combinations exist which satisfy Equation (2.1) and whi
consistent with the attacker's a priori knowledge aboukjhe

Hence the conditional probability folg, ..., M) given the output®, ..., O,) (i.e.
the a posteriori probability) is equal to the conditional probability ¥y, (..., M) given
the sum in (2.4) only (i.e. the a priori probability).

This is stated and proved in [Chau_88] For GF(2) by a technique which can easily be applied to
finite field. In [Pfit_89 Sect. 2.5.3.1] and in the following, Lemma 2.2 is proved for any finite akt
groupF. (The general applicability of finite abelian groups was also mentioned in [Pfil_85].)

Proof. LetM' := (M'q, ..., M',)) O F" be another vector which satisfies (2.4) and which is consistent
the attacker's a priori knowledge about kfye

To prove Lemma 2.2, a finite sequemd® M1, ... of vectors fronF" is defined, which all satisfy Ec
(2.4) and which differ in only two components. IM¥ = (MK, ..., MK)).

Let MO := (M4, ..., M), henceM? satisfies Eq. (2.4). IMK =M" then stop. Now assum
MKz M'. Since bothviK (by induction hypothesis) ard' satisfy Eq. (2.4) there are at least two differ
indicesi, j with MK # M'; andMK; # M'j, and since botMK andM' are consistent with the attacker's
priori knowledgep;, P; LI A. Define

Mk+1i = Mli
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MK = MK O MK O My (2.5)

MKk+1, Mkh for all h O{i, j}
ObviouslyMK*1 satisfies (2.4). After a maximum of- 1 steps the sequence stops With= M'.

Let KK be the set of all key combinations which satisfy (2.1) for the vétt@nd which are consister
with the attacker's a priori knowledge. Between each K4iKk*1 a bijection¢X is defined. Hence
IKY = K**1| for all k and therefor&kP| = K1 whereM™1 = M,

To define ¢¥ consider the equations (2.5). Lat:= MK+*L, 0 -MK,. ThenMk*1, = MK O A and
MK+ = MK O -4,

Because of the connectivity o \ (P x A) a path Bj = Py, ..., Py =Pj) exists with
Py, DAand P Py ) DG\ (PxA). LetkK [ KK. Theng{(K) is defined by changlng the keys on tt
path approprlately

Oh=1, .. ,mL #K)heq = Kiggeg O -4 * SIONKnKne1),

(d<( K) Knh+1Kn = ¢<(K) KnKn+1
and

O (f, 9) O { (Kn, kn+1)s Knez, kp) [h=1, ..., m-1 }: @(K)g :=Kgq
The construction offis depicted in Figure 1.

Mkkj_ Mkk7
Pkl sz Pk3 Py 4 Pk5 Pk6 P

O+A ’O+A ’O‘ A\J+A >C>+A M

Figure 1 Construction of d< from a path with m = 7. The vertical arrows indicate the change of Mkkh,
h=1, 7, the horizontal arrows the numerical order of the k,, and the *A the change of

KFl;hkh+1: P
knh Kh+1
] ‘= Kp < knsq1 and therefore d‘(K)khkh+1 = Kipkpeg B4

Obviously, the local outputs of th, h=1, ..., 7, are not changed by §d<

It can easily be checked thgf(K) satisfies (2.4). Becauggi(K) differs fromK only in keys which are
unknown to the attackeg{(K) is necessarily consistent with the attacker's a priori knowledge. @iiise
simply a translation of the groud®l, the bijectivity of¢¥ is obvious[]

2.2 Efficient and anonymity preserving multi-access protocols

To use the multi-access channel superposed sending offers, it is necessary to regulate the pa
access to the channel by an appropriate, i.e. efficient and anonymity preserving protocol.

For an in depth discussion of possible protocols cf. [Pfit_89 Sect. 3.1.2]. In the following,
protocols are mentioned, and two protocols are described in detail: a reservation map techni
superposed receiving.

The first step for each multi-access protocol is to combine a fixed nundbeharacters into message.
Each message is transmitteccioonsecutive rounds, which are calleda.
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In the following, rounds are numbered from 1 to a maximum numghgrParametet;,, 5« is necessary
for technical reasons only. Usually E[) * tyay i-€. the maximum number of transmitted bits, can
assumed to be very large, e.g.Ff)p t,ox= 10?°. Even with a rather unrealistic transmission rate éP1
bps this is sufficient for about 317 years of superposed sending.

The character and output of particip&tn roundt are named,t andO;l, respectively, the global sut
in roundt is nameds.

The simplest protocol is the well known (slottexl) OHA [Chau_88, Tane_88 Sect. 3.2]:Af has a
message to send, he simply does so in the next slot. If another participant has decided to send &
too, a collision occurs, which is detectedRyyAfter waiting a random number of slog, retransmits his
message. Obviously ALOHA preserves anonymity, but wastes the transmission capacity of the net

2.2.1 Reservation map technique

To avoid collisions of messages, a simydser vation map technique can be used: a slot ofounds, the
reservation frame, is used to reserve the following uprtslots [Pfil_85 Sect. 2.2.2.2].

Let m be an arbitrary integex n, and letF be the additive group of integers moduho For each
messagePj plans to send, he chooses an indrom {1, ..., r} at random and outputs 1 as gh
character for the reservation frame. The resulting reservation message consists of three cl
characters: 0, indicating an unreserved slot, 1, indicating a reserved slot, and {21}, .indicating
collisions. Since all message slots with corresponding reservation chathcee of no use, they al
skipped, i.e. the reservation frame is followed only by as many message slots as there are s
reservations. A slot with reservation character =1 is used by the participant who has sent a
corresponding reservation round.

A similar reservation technique, th&-map reservation technique, is described in [Chau_88]: instead
using a relatively large group to enable the detection of multiple collisions, the superposition is do
F = GF(2) and a valuein the order of the square gf,5% the maximum number of reservations, is u:
to make multiple collisions of an odd number of reservations rather unlikely. Therefore the scheme
Smay? additional bits pesmaxsent messages.

2.2.2 Superposed receving

The following twocollision resolution techniques are based on the observation that
» collisions on this channel, in contrast to an analog one, carry useful information, namely the
all collided messages, and
» itis possible tcomputes collided message characters frenvell-defined "collisions”, i.e. sums.
Therefore these techniques are subsumed under thesnpenposed receiving.

The first one is an algorithm suggested NDREASPFITZMANN in [Pfit_89 Sect. 3.1.2] and call¢dee-
like collision resolution with superposed receiving. It improves @QPETANAKIS collision resolution
algorithm described in [Mass_81] using the fact that the setollided characterbl; can be computec
from each set dof linearly independent sums of these characters. (A performace evaluation of the fol
can be found in [Marc_88].)

Let S be the maximum number of collided messages,sg,g=n, and {0, 1, 2, ...Mmax U Z
the set of alallowed message characters. The alphdbét chosen to be the ring of integers modulc
wherem is greater thasyax® Mmax AS usual each character U F can be interpreted as an integer.
message consists of two characters: For a participant who has to send a message, the first ct
alwaysl and the second is his message character. For a nonsending participant both af always
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Now assume that a new round of the protocol starts and an a priori unknown number of part
have decided to send a message.3fdenote the set of all sending participarfisthe sum of their
characters/l; modulom, ands := [SH.

Thus the first slot contains the pasr §). A numbers= 2 indicates a (digital) collision. To resolve
each participant computes the average medsage ) /s which is possible, since the modulashas
been chosen so large thats also the sum of the character&n

This average is used to deterministically divide theSganto two disjoint subsetSP; andSP,: SP;
consists of all participant®; [ SPwith M; < Mp, SP, consists of all other sending participants. F
i =1, 2 defines; and }; in analogy tcs and}.

All participantsP; O SP; immediately repeat their messagesN}), in the next slot, hence each us
receivegshe pair §;, 31) and carcomputethe pair €, 3») = (sU -sq, > O -39).

Given the rare cas® = 0, the protocol terminates after the second slot: each partiéipangP has
sent the same charactdf = M. Otherwise, i.es, #Z 0, the setSP; andSP, are both nonempty and tr
collision resolution procedure is recursively appliedstpj), i = 1, 2.

To resolve a collision of messages, the protocol deterministically needs a maximwslofs, i.e.

s+ (2:10g6ma *+ 109Mmay) bits.

The second one is suggested bRIENBOS and BERT DENBOERin [BoBo_89] and calledoot-finding
collision resolution with superposed receiving. It is based on the observation that the collisiondifferent
characters can be resolved using the sums of thes fasivers of the characters (whdtes a sufficiently
large finite field).

The collision is resolved by computing the coefficients of a polynomial whose zeros are exas
collided characters, and by factoring this polynomial. Since factoring is an expensive task [Rabl
computational complexity of this technique is much higher than that of tree-like collision resolution.
other hand it needs ongr logMax bits.

To allow long messages to be sent, either the alplrabetild be made large enough to represent a |
message by a single character, or superposed receiving could be used as a reservation -
(reservation by superposed receiving):

Each participant willing to send a message chooses a reservation nitiglsageandom and sends it |
the next possible reservation phase. The collision sfrakkervation messages is resolved, after which «
Pi sorts the received reservation charackivg according to their numerical values. The order ofRIW
naturally defines an order of all reserving participants, according to whictPgaehds his real message
the appropriate one of the nesdlots. (To increase the fairness of the reservation scheme, this order
shifted cyclically by an index randomly chosen by all participants together [BoBo_89].)

The probability of collisions is exponentially small in Iég)]

2.3 Someremarkson sender untraceability schemes

Given the very strong assumption of an unlimited attacker (i.e. there may be an arbitrary nur
attackersA| < P|, there are no computational restrictions) the fundamental restrictions of supe
sending as far as performance and reliability are concerned are a consequence of its sender untrac
order to make the physical behaviour of a participant meaningless, it is necessary that a p&ytehmaig
willing to send a characté;

» does this in an encrypted way,

« each other participaf; outputs a character, too, and

 the attacker is not able to learn anything aldubefore knowing all the outputs.
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Because the attacker is assumed to be an insider it follows from the last fact that the result ¢
single sending step cannot contain more information than the last of the participant's output does. 1
any unconditional sender untraceability scheme realizes a multi-access channel and superpose
offers the best possible channel capacity as far as only a single round is concerned [Pfit_87].

To guarantee the unconditional sender untraceability, the global output of the realized multi
channel has to depend on each participant's output, therefore any unconditional sender untre
scheme can be untraceably disturbg@ach participant.

As far as | know, superposed sending is the amigonditionalsender untraceability scheme whi
withstands an unlimited attacker.

There are two other untraceability schemes known from literature, the MIX-net [Chau_81] a
concept of physical unobservability [Pfit_84]. Both can only withstand weaker attackers than supt
sending. The first is based on the use of a public-key cryptosystem and the existence of a nt
network stations, called MIXes, at least one of which has to be trustworthy. The second assume:
attacker only controls a very small number of participants.

In [BeGW_88, ChCD1_88, Chaul_89] very general techniques for information theoretically :
fault tolerant distributed computations are described. In general these techniques can be
implementing a sender and recipient untraceability scheme, but they can only withstand attack
3« A| < P| and are therefore not further considered here. Also, an untraceability scheme based ¢
general technique would be far more expensive than superposed sending with fail-stop key ge
described in Section 3.2.

To reduce the tremendous number of randomly chosen keys for superposed sending which h¢
exchanged by the participants, one can use keys which are generated by pseudorandom bitc
(PRBG). If the PRBG used is cryptographically strong, i.e. if distinguishing the PRBG from
random source in random polynomial time is provably equivalent to solving a (hopefully) hard pi
[VaVa_85], tracing becomes equivalent to this hard problem, too, butitkenditional sender
untraceability is lost.

Because of the growing importance of public telecommunication networks, it seems necessary to
efficient implementations of untraceability schemes resulting in networks without user observabili
details about the motivation and the more practical aspects of this task cf. [Cha8_ 85, Pfil_85, P
PfPW_88, Pfit_89].

3 Active attacks on untraceability

The power of aractive attack is based on a very simple observation: for services using twc
communication it is impossible to realize unconditional sender untraceability without unconditional re
untraceability and vice versa.

To see this, assume that one of the participants controlled by the attack&y, saynmunicates witk
some honest participaXt and thaiX will answer a messadé by sending a messad. If the attacker is
able to identify thesenderof M', he can identify theecipientof M and vice versa. If the attacker does
control P, the same is true for light traffic; then the attacker can identify both communication partner

In general if sending and receiving is correlated (which is usually the case) the attacker can alw:
something about recipients from identifying senders and vice versa.

If active attacks are possible, superposed sending doesn't guarantee recipient untraceability and tl
doesn't guarantee sender untraceability:
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Letl; (I;% be the input character which particip@teceives (in rount) and which should always b
equal to the global su®(S).

Assume that the attacker is able to deliver an arbitrary chaﬂépmereach participarfe; instead of the
correct charactel;. This may be possible e.g. if the DC-net is implemented using a star whose
collaborates with the attacker. Further assume that participawho is controlled by the attacke
communicates with the honest participahaccording to some protocd?, knows thatX will always
answer to a received messadavithin a given time by sending a messaje

If the attacker delivers messageconsecutively to a single participant only, and a meaningless me
to all others, he can always identiyby checking whether he receiviés or not. Instead of deliverinig
to a single participant only, he can deliver it to a subset of the participants. By successively partitio
participants he can identity¢ in log(n) rounds, provided that the protocol betweeandP, consists of at
least logh) interactions (on average lag( 2 interactions would suffice).

One could argue that this attack can be avoided by using networks for which it is physically more
to manipulate the input charactersatifparticipants, e.g. trees or rings.

But even if the attacker can only manipulate whairegle participantP; receives, at least th
unobservability of this participant is essentially decreased, since the attacker can test whetr
communicating wittP; or not.

In case of a network where the participants' stations actively forward other participant's messa
the ring implementation suggested in [Chau_88]), this attack can be performed by the neigltc
without any technical manipulation. Generally, it can be performed by physically disturbing the cha
P;, or by physically disconnectirfg from the real network and connecting it to a simulated one with sit
physical characteristics.

(If for the case of a ring network one assumes that this attack is not possible, or that observe
single participants is acceptable, i.e. that generally neither participants attack their neighbors nor
are able to manipulate cables between participants, then it is more efficient to use the concept of
unobservability [Pfit_84] to realize untraceability than to use superposed sending.)

If it were guaranteedhat in all rounds = 1, ...,t5x€ach participant not controlled by the attacker rece
the same input character, then superposed sending would guarantee unconditional sender anc
untraceability in the presence of arbitrary active attacks. Such a network is da{l&d iaet.

For an a priori given numbej, 5, of rounds this is the well known problem raliable broadcast.
Instead of using a fixegl,5x0ne can also try to limt,ox adaptively: if in round two honest participant:
receive different characters thiggy,is set td; this is calledail-stop broadcast here.

3.1 Rdiable broadcas

Reliable broadcast is defined by the following two properties [PeSL_80]: in eachtround

I every two honest participan® andP; receive the same character, b= Ijt, and

il if the "sender'X is honest, then each honest participant receives the character Xent by
If superposition of local sums is done by a central station, e.g. the centre of a star network, which
the global sum to all participants, only the centre has the function of a "sender". If each participant
the local sum of each other and computes the global sum locally for himself, each participant
"sender".

Some types of networks, e.g. satellite networks, offer reliable broadcast without any additional p
but because of their bandwidth limitations they are not very usual in two-way telecommunication. £
DC-network is meant to be usable with a variety of underlying communication networks, e.g.
therefore a cryptographic solution should be preferred to a physical one.



M. Waidner: Unconditional Sender and Recipient Untraceability in spite of Active Attacks, 1989.09.04 9

The problem of achieving reliable broadcast on a network which does not provide it automatically
known as the Byzantine Generals problem, its solution by protoc8lgzastine Agreement [PeSL_80,
LaSP_82].

It has been proved thatformation-theoreticallysecure protocols for reliable broadcast exist iff
number of honest participants is greater than twice the number of dishonest participar
|P| > 3+]A|, and the attacker is not able to prevent communication between honest participants [La
All protocols for information-theoretically secure reliable broadcast implicitly make use of p«
authentication codes [GIMS_74, Sim3_88] and therefore require a large number of additional sec
exchanged by the participants.

Based on the existence of secure signatures there are reliable broadcast protocols for arbitrary
|Al < P| [LaSP_82]. An adaptive Byzantine Agreement protocol, i.e. one which withstands an attack
3+ Al < P|or |Al < P| andA is computationally restricted, is described in [WaPf_89, WaPfl_89].

Because of its severe limitation 3¢ £ P| reliable broadcast does not seem to be a useful technique 1
desired unconditional recipient untraceability and is therefore not further considered here.

Fail-stop broadcast combines both advantages: it can be implemented in a more efficient way thai
broadcast and it is unconditionally secure in spite of arbitrary attackers.

3.2 Fail-stop broadcast

The goal of fail-stop broadcast is to stop message transmission as soon as two honest participanr
different input characters.

If such a difference is detected by an honest participarihe fail-stop can easily be performéy:
simply disturbs the superposed sending in the subsequent rounds by choosing his outputs randéir
instead of following Eg. (2.1). Then the global sums of all subsequent rounds are independer
message characters.

In Section 3.2.1 the most obvious, but inefficient, implementation of this idea by a comparison pro
discussed.

In Section 3.2.2 fail-stop key generation schemes are described: they generate keys for su
sending dependent on the received input characters and ensure that two participants who have
different input characters will use completely independent keys (at least with high probability) and tt
stop message transmission.

It is shown that the most efficient key generation scheme (Sect. 3.2.2.2) does not affect the pert
and reliability characteristics of pure superposed sending.

3.21 Comparison of input characters

To detect a difference, the participants can explicitly compare their input characters using an ac
protocol: After each round of superposed sending each partidpaainds his input charactgrto all
participantsP; with j > i. If an honest participar; receives an input character unequadl toom another
participantP;, or if he receives nothing fromR with i <j, he will disturb superposed sending in
subsequent rounds.

Such test phases are well known from Byzantine Agreement protocols.

To make the tests dependable, communication betwgemdP; should be protected by a perfe
authentication scheme [GIMS_74, Sim3_88], i.e. a scheme which allows the attacker to successfL
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a message with probability at the mostVl|Ff|, if F is used as key space. An additional message &
secret key are therefore necessary for each test.

The number of tests necessary can be determined according to the attacker's assumed pov@r:
to be an undirected graph whose nodes are the participants. Two partié?pantsP; are directly
connected inG” iff P andP; compare their input characters. In analogy to superposed sendin
following Lemma 3.1 holds:

Lemma3.l Let A be the subset of participants controlled by the attacker and as
G"\ (P x A) to be connected.

If two honest participant8; andP; receive different input charactesl;, then there
exists a pair of honest parUuparﬁtsandP who are directly connected (h and who
also receive different input characters.

Hence eitheP; or P; detects the difference and disturbs superposed sending.

Proof. Because of the connect|V|ty & \ (P x A) there exists a patiP( = Pk y Pk =Pj) with
P, DA and @, Py, ) O G \ (P xA). It is assumed tha # lj, hence there eX|sts an mdzsxuch that
Ik, # Ik, 1 ChooseT(,|') = (ky kpeq). ]

Obviously the connectivity d&" \ (P x A) is a necessary condition.

The scheme require§’]| additional messages in each round, which is usually in the orden®f ®(
G =G’, and if it is assumed that for each test message the authentication scheme requires a ke
from F, the number of privately exchanged keys is increased by a factor of two in comparison wi
superposed sending.

In a physical broadcast environment, the number of test messages can be reduogdrtoa@¢ast
messages by using a digital signature scheme [DiHe 76, GOMR_88] instead of an authentication
But this results in scheme which is computationally secure only.

3.2.2 M essage dependent key generation
3.2.21 Deter ministic fail-stop key generation

A more efficient realization of fail-stop broadcast is obtained by combining the tasks of detecting difft
and stopping the network: if the kel¢g andK;; used for superposed sending depend completely (bu
exclusively) on the characters receiveddandpP;, then a difference betweg¢nandl; will automatically
disturb superposed sending, thereby stopping message transmission.
Define §;' := K;;' O -Kjitandg;' := 1,1 0 -l for all i, j, t. A key generation scheme for superpos
sending is required which guarantees foPatindP; directly connected if:
SS Superposed sendingf: for all roundss = 1, ...,t-1 the equation;S = =1 S holds, then the key:
Kijt andK for roundt areequaland randomly selected from More formally
[OsO{1, ..., t-1}: g°=0]0 K;'OgF andg;' =0
Then superposed sending works as usual.
FS  Fail-stop: If there exists an index< t with I;®# |;5, then the keyKijt andKjit for roundt are
independenthand randomly selected frof More formally:
[OsO{1, ..., t-1}: g%# 010 K;'Og F andg;' Og F
Superposed sending is disturbed by any such pair, |.e. the global sum is independer

message characters sent. Because of the connectiv@y (& x P) this realizes the fail-stoj
property according to Lemma 3.1 (wih=G").
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In the rest of Section 3.2.2 an arbitrary, but fixed, key pajr K;;) with P; A andP; L/Ais considered.
Therefore indices, | are often omitted.

The most powerful attacker is assumed: he is able to observe the vaﬁdéaMK for each round
directly and he can deliver arbitrary input characlérandl Lto P; andPj. ParticipantsP; andP; are
assumed to by unsynchronized, hence the attacker can V\Aéﬁttférbefore he dellverl:‘f toP;.

Let (F, +, *) be a finite field and lel, a2, ..., a'M@andbl, b2, ..., b'Maxl he two sequences whos
elements are randomly selected frbrand privately exchanged By andP;. Define fort = 1, ... ,trax

t-1
Kijt =al + ; bt_k . |ik
i (3.1)
t-1
b= gt t-k o 1.K
Kji-:=a + Zl b I
Lemma3.2 The key generation scheme defined by Equation (3.1) satisfies the two conditions

FS formulated above.
Proof. Sincea! [g F, and since’ ;=K' - al is independent of!, K;;' Or F.
Assumeg;® = 0 for alls<t. Then obviouslyﬁjt = 0 and condition SS is satisfied.

Now assume thas is the first round withg;;® # 0. For simplicity lete" := g;" andd" := §;". The
differencesd! are formed according to the following system of linear equations:

oM=0 foru=1, ...,s

7.0 m'““DD ]

95&5@5%

SinceeS # 0, the matrix is regular and defines a bijective mapping. Sin&® alk F, all 3! are uniformly
and independently distributed i The independence of dﬂh Y e Kijt and>tl, ..., & follows from the
independence of ad!, ..., at and&*L, ..., 8. []

The additional expenditure of this key generation scheme is given by

« the 2¢,,5x- 1 privately exchanged ke bt for each paiP;, P; directly connected i (instead of

only t,axfor pure superposed sending),

» the storage of atl,,5¢1 received input characters, and

» the ¢-1) field additions and multiplications for computing the key for round
From the last fact it follows that the scheme requires an averagg,Qf/ 2 field additions anc
multiplications per round. Hence the scheme does not seem to be very practical.

Given the assumption that there is no additional communication beRyveedP; about their curreni
states the scheme optimal with respect to the number of exchanged keys and additional st
requirements.
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Lemma3.3 The key generation scheme defined by Equation (3.1) is optimal with respect
number of exchanged keys and additional storage requirements, i.e. each key ge
scheme whicldeterministicallysatisfies conditions SS and FS requires at least
» the storage of at},,5- 1 received input characters and
e 2+tax- 1 privately exchanged keys.

Proof. The first limit is obvious: the scheme has to distinguish between all possible sequeRggs
input characters, hence all input characters have to be stored.

For proving the second limit, I&t be the secret key shazlrted ByandP; a?d used for generating the ke
Kit Kt t = 1, ... tmax Let HQ), . H(K; D), HEK; & mad), Hk; & mad), H(z) be the entropy of
the randorgtvariableisi = (Iil’ ceey li max)' lj = (Ijl’ ceey |jtmax), Kij (:Kjil), Kij( ’max) = (Kijz, ceey
Kitma, K; Bmad = (<2, ..., K;itma, andZ, respectively [Gall_68, Chapter 2].
By applying standard rules of information theory
H(KijlKij(thmaX)Kji(z'tma)a | Iilj) < H(ZKijlKij(Zytmax)Kji(thmax) | Iilj)

= HZ |11 + H(Ki K @ madic Bmad | 7,1
SinceZ is chosen independently of the attackéatr's inpu% ?harathrblﬁﬁ = H(2), and since the keys ai
completely determined by andl;, I;, H(Kileij( ’maQKji M| ZIly) = 0.
Hence it follows

H(Z) 2 H(K; ;@ madi; Gtmad ;1)
Since only a lower bound is proved, it can be assumed that the attacker ¢Hamx¢l§1 differently. Then
the keysKijl, andKijt, KjiSfort,s=2, ...,tmaxare independently chosen, i.e.

2t 2t 2t 2t

H(Kileij( maX)Kji( max | lilj) — H(Kileij( maX)Kji( max))

= HK;Y) + HK; Pmad) + g Plmad)
Hence

H(2) = H(Ky ) + H(K; P mad) + Hk;; @ imad)
i.e.Z must consist of at least 1 6 1) + tmaxl) = 2 *tmax- 1 keys[]

3.2.2.2 Probabilistic fail-stop key generation

To get a more efficient key generation scheme, it seems necessary to switch to a probabilistic versi
For a given fail-stop mechanism, [Btob, be the attacker'grobability of success. The attacker is
successful if, in spite of choosimg # I;> for as <ty there exists an indexs <t < ty,y such that the
global sumS and the message characték§ i = 1, ...,n, arenotindependent.

For eachd N define
FS If two honest participants receive two different input characters in roguthey will disturb
superposed sending for the followidgounds.
The maximum numbed for which FS is satisfied is a random variable with probability distributi
Prob().

Letal, a2, ..., amaX p3 p?, ..., b'MaX e be randomly and privately selected elements of the finite Fiel
Letb! =b? =0 and leK;% =K;% = 0 and|;® = 1;° = 0. Then define for= 1, ...,tmax

Kijt = at + bt . Kijt'l +ee |it_l
(3.2)
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Kjit =al+pte Kjit'l +ee |jt_l

Lemma34 The key generation scheme defined by Equation (3.2) satisfies condition S¢
maximum numbed for which FS is satisfied is a geometrically distributed rand
variable:

1,1
The attacker's probability of success is
1

Proby< 1 - (1 -ﬁ)tmax

Proof. Sincea! g F, and sincey :=K;'- al is independent of!, K;;' Or F.
Assumeg;;® = 0 for alls<t. Then obviouslyﬁjt = 0 and condition SS is satisfied.

Now assume thatis the first round witrg;® # 0. For simplicity let” := g" andd” := §;".

In the next round™*1 = e« £5. Sinced” = 0 for allv < s the attacker has no information about the ac
value ofe before round+1. By assumptiosS z 0, hence®*! is uniformly distributed irF.

Now consider the rounds+ u + 1 withu > 1. If 5 = 0, thens>tU*1 = e « ¢S*U, From rounds+1 the
attacker knows the value @f henced"U*1is not independently distributed if. If 55U # 0, then
SStutl — pStutl o 5StU 4 g« gSTU SincebStUtL s uniformly distributed inF, 55tU*1 is uniformly
distributed, too, and sind®"*1 is only used in that rounds*u*1 is independent of all othé¥s.

Therefore the actual value dfis given by the lowest valug> 1 for which3*d = 0. Since*1 is
uniformly distributed,

1

Prob@*1#0)=1 F

and since fopstd # 0, 51 s uniformly distributed,

Prob*d*12 0 |52 0) =1 1

IF
From this it follows

Prob) =|1F|- (1 -|1F|)°"1

The independence of &%, ..., Kt and&™?, ..., & follows from the independence of al, ..., a' and
o . o]
The probability of success is simply the probability 81 < t,,55
Proby = Probf@ < tyax- 9
Sinces = 0,
Proby < Prob@ < t.,) = 1 - Probd > t,0) = 1 - (1 -llFl)tmax
[]

Sinced is geometrically distributed, the average valua @ | [Triv_82 p. 579]. Hence-| must be
chosen considerably larger thig,,

Cordllary. Assume the key generation scheme of Eq. (3.2). Then
Proby<1 - (%)tmax/ Fl

Proof. From Lemma 3.4 it follows

Proba<1 - (1_|1F|)tmax: 1 - (1_|1F|)|F| *tmax/ IFl
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The sequence (1%)X increases monotonously. SinE¢x 2
Proby<1 - (% tmax/ Fl

[

Obviously with a decreasing value ©f,y/ |[F| the probabilityProb, vanishes. From the corollary
follows foreach G L <1

Imax 1,141
Fi <5 Id(l_L) O Probp <L

E.g. forL = 10°
< 7 4 1010
is sufficient, which is satisfied e.g. B E 2198 andt,,,,= 10?3. These values allow the transmission of
tmax® Id(F]) = 133« 108 bits= 10?° bits
For a transmission speed of2Mits/s (which is far beyond today's technology) this would be suffic
for about 317 years.

The key generation of Eq. (3.2) requires as many privately exchanged keys as the scheme defin
(3.1), i.e. 2845 -1.

To evaluate Eq. (3.2) for rourndit is only necessary to store the last Hé,yt,'l (in contrast to the las
t-1 keys for Eqg. (3.1)) and to perform 2 field additions and multiplications. In contrast to the scheme
(3.1), only large fields are suitable.

3.2.2.3 Combination of key generation and explicit tests

If the multi-access protocol guarantees that for some slots only one participant is allowed to ¢
nonzero message, this participant can test the network:

Assume that superposed sending is stopped after a broadcast inconsistency by one of the key ¢
schemes described above, i.e. the global sums are randomly distributed. Then each p&tivipau
allowed to use a slot exclusively, and sends a message randomly selectéd, fralhreceive a wrong
message with probability 1 F|[¢. Thus he detects the disturbance with the same probability an
explicitly stop superposed sending by choosing his following output characters randombyifrsimad of
according to Eq. (2.1).

If it is guaranteed that each participant sends a test message within a fixed siafrgbets, and if there
are at least two honest participants, this makes it unnecessary to consider more than
(s-1) = cinput characters for key generation: afidr slots, superposed sending will be explicitly disturl
with high probability by some honest participant who received a disturbed test message instead o
he sent.

The required fairness of the multi-access protocol can deterministically be satisfied by superposed |
and in a probabilistic sense by each reservation technique (Sect. 2.2). If e.g. each participant
exactly one test message and at the most one real message in each reservation phase, each part
the network withirs = 4 «n slots.

Obviously the fairness of this can only be guaranteed if all participants behave fairly, i.e. eacl
(and therefore dishonest) participant can prevent some honest participants from successfully dc
required reservation. Therefore each honest participant who cannot send a messageslwithshould
disturb superposed sending.
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The additional rules do not help the attacker: Assume that an honest parfigeteicts a disturbance, i.
l;it2 Mit, and stops sending. Nevertheless the attacker is not able to observe the se®ding of

If the disturbance detected Bywas a consequence of a previous broadcast inconsistency, the s
was stopped anyway, hence there is nothing to show. Otherwise, and if all honest participants re
same input character, the unobservabilit?dollows from Lemma 2.2, and if the attacker manipulates
broadcast property for rourtdsending is stopped by the key generation scheme anyway, indepent
Pi's test.

Proper modifications to the key generation schemes will be discussed in the following two sections.
The advantages and disadvantages of the combination are the same in both schemes:

» For key generation, the parametig,is replaced byst1)ec, which decreases the number of additio
secret keys frony, 5o (S-1)ec, and for deterministic key generation the computation complexity
O(tmad) to OE%c?) operations and from ) to O*c) required storage.

* Some honest participants may be forced to send meaningless test messages, thus the throug|
DC-net is decreased. The number of additional test messages depends on the participants' sen

3.2.2.3.1 Combination of deter ministic key generation and explicit tests

Assume that the deterministic scheme of Eq. (3.1) is used in combination with explicit tests.

If roundu is the first disturbed round, the attacker has no information about the privately exct
keyshV,v =1, ...,u. After roundu + (s-1) *c, it is highly probable that the Dénhet will be disturbed by
at least one honest participant who has detected the disturbance. Hence irigigadladdditional keys, ¢
maximum of 1) c are really necessary:

t-1
Kith:at+ ZL bt'k . |ik
k=t-(s-1)ec
(3.3)
t-1
Kjt:=al + Z btk ek
k=t-(s-1)-c
Lemma35 The key generation scheme defined by Equation (3.3) satisfies condition SS. Tc

with the additional rules for testing and disturbing it ensures the fail-stop propert
probabilistic sense: Létbe the number of honest participatts, 2. Then
1
Probp < 7":'0(“1)
Proof. Sincea' Ug F, and sincey :=K;j' - al is independent o', K;;' is uniformly distributed irF.
Assumeg;!' = 0 for allu <t. Then obviouslyﬁjt = 0 and condition SS is satisfied.

Now assume that is the first round with»:iju # 0. According to Lemma 3.3 (witty,4 = (5-1)*c-1) the
global sums of the followings{1)ec-1 rounds are all randomly chosen fréimSince it is assumed thi
during thes slots each participant tests the network, the attacker's only chance is that during $te
slots none of the at ledstl honest participants detects the disturbance. The probability that a sing
doesn't detect a disturbancerikS hence the attacker's probability is less tRaf {1, ]

The scheme requires onlg-1) « c additional keys instead of thgx1 of the key generation scheme
Section 3.2.2.1.
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The number of field operations per round is in the ordersdf)(*c - 1. To avoid unnecessaril
expensive field computations,= GF(2) should be chosen. Here, witk 2, Proby <1/ Z.

Since each of the participants should send a message wistslots,s should be in the order of In
this case, the scheme require1®©¢€) operations. FOF = GF(2) and therefore = -log(Prob,) this is

equal to Of « -log(Proby)).

3.2.2.3.2 Combination of probabilistic key generation and explicit tests

Assume that the probabilistic scheme of Eq. (3.2) is used in combination with explicit tests.
By the same argumentation as above it follows that instegghef 1 additional keys, a maximum ¢
(s-1) *c are really necessary, i.e. it is possible to usesi¢ {c keyshP, ..., bS8 cyclically:

Letal, ...,aMma g 1O, ..., b(S1)*c1 pe randomly chosen keys. Then

Kjit = at + bt mod &-1)« , Kjit-l +ee |jt—1

Lemma3.6 The key generation scheme defined by Equation (3.4) satisfies condition SS. Tc
with the additional rules for testing and disturbing it ensures the fail-stop propert
probabilistic sense:

Proby<1- (1 -IlFl)(Sl)’C

Proof. The first part is proved as in Lemma 3.4. The worst case for the second part, i.e. the best

an attacker, is that out of all testing participants only the last two are honest. Then the att:

unsuccessful iff the actual valuea{defined as for Eq. (3.2)) is greater tha2) « c, and the test detect
the disturbance. Hence

Proby<1 - Z (Prob@=(s-2)sc+j) * (1 -lFllj)) - Prob@ 2 (s-1)«) « (1 |F1|€)

<1 - Probd = (s-1)ec) * (1 |F1|c)
1
IFlc)

1
=1-(1 -ﬁ)(s-l)'c-l o(1-

<1-(1 -llFl)(Sfl)'C

[]
Again only large field$ (e.g. Id(F|) = 150) are suitable.

4 Final remarks

Superposed sending together with one of the discussed fail-stop key generation schemes (Se
guarantees the desired unconditional sender and recipient untraceability.

If one tries to transform this nice theoretical result into a real communication network, a lot of pi
problems must be solved, but none of them becomes really harder if fail-stop broadcast is used in
to normal superposed sending.

For this, consider the performance of superposed sending measured by
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» the number of exchanged keys per message transmitted,
* its communication complexity,

* its computational complexity,

* and the reliability of the scheme.

combination with explicit test
no yes
S [(B.221
%)
£ \ >
.5 % High computational complexity.: 2
T | = T e .
3 |2 RN
S eeieteteteleietetetelviay]
(@]
G>)‘ bg) (3.2.2.2) g
~ |Z | Constant number of 4 fielg @
S | operations and 1 stored ki &
o per round and key, o
2 | no additional messages /
Figure 2 Comparison of fail-stop key generation schemes.

Thenumber of additional keysis increased by a factor of two at the most. This was shown to be the o
value for deterministic key generation schemes without explicit tests. In theory this seems to be ac:
and in practice pseudorandomly generated keys one will mostly be chosen anyway (and as a rest
unconditional untraceability will be lost).

Communication complexity (Fig. 2) None of the pure key generation schemes (Sect. 3.2.2.1, 3.
requires additional messages to be sent.

If combinations of key generation and explicit tests (Sect. 3.2.2.3) are used, some honest pat
may be forced to send meaningless test messages. The number of additional test messages dep
participants' sending and testing rates. If real messages are encrypted end-to-end, they app
randomly selected fromRC, i.e. they can be used instead of explicit test messages.

Computational complexity (Fig. 2) The key generation requires some additional time and memaol
each exchanged key. For that reason the schemes with deterministic key generation (Sect.
3.2.2.3.1) seem to be less practical, but if one uses one of the schemes with probabilistic key g¢
(Sect. 3.2.2.2, 3.2.2.3.2), the computation requires only the storage of the last key and two field ¢
and multiplications per round and exchanged key.

All schemes except that of Sect. 3.2.2.1 reghebabilistic untraceability only, i.e. there is a sm:
probability that an attacker will successfully transmit different messages to different participants.
four schemes don't rely on any unproved assumptions.

For probabilistic key generation (Sect. 3.2.2.2, 3.2.2.3.2) only large Ffeddls suitable, but this is n
hard restriction:

« Usually the cardinalityd|® of the set of all transmission units "message" will be relatively larg

doesn't matter whether one uses a small field and adanga large field and a small

* The reservation map technigue and (reservation by) superposed receiving (Sect. 2.2) requit

cyclic group E,00), anyway. It is important to notice that the grodp{) used for superpose
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sending need not be the additive (or multiplicative) group of the finite figle«) used for key
generation. E.g. one can use the field GF(2") for key generation and, by interpreting t
elements of GF(?) as binary encoded integers, the additive group of integers motulor Z
superposed sending.
Thetransmission delay introduced by key generation could be decreased by parallelizing the key gen
for different rounds. This can be done in two ways.

One can us& > 1 DC"-nets, say D&,, ..., DC"_4, in a time division technique, i.e. in rounthe
DC*-net DC't mogk i Used. To preserve untraceability, each interaction between participants she
completely performed using only a single Dfet, i.e. each participant should answer a message or
that DC'-net by which he has received the message.

The other possibility is to use just one D@et, but to make the keys for roundependent not on th
directly preceding rounds-i,i =1, 2, ...,t-1, but on the rounds-i, i =k, k+1, ..., t-1 for a
k > 1. To preserve untraceability, each participant has to wait atkdastunds before he answers tc
received character.

Naturally the fail-stop property decreasesitdeability of the network, since every inconsistent broadt
will immediately stop the network independent of whether it was caused by an attacker or a physic
But most transient faults in a network can be tolerated by usual data link protocols [Tane_88 Chi
and if a permanent fault occurs (e.g. if a participant's station is damaged or all links betwe
participants are cut), superposed sending is disturbed and the network is stopped anyway. T
reliability is not essentially reduced by the discussed fail-stop schemes.

The problem of combining untraceability asatviceability in spite of active attacks is discussed
[WaPf_89, WaPfl1_89].

Hence, the pure probabilistic key generation scheme (Sect. 3.2.2.2) with an appropriately lafge
seems to be the most practical choice.
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