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NONBINARY BCH DECODING

Abstract and Table of Contents:

This paper shows that the decoding of BCH codes readily reduces to the

solution of a certain key equation. An iterative algorithm is presented

for solving this equation over any field. Following a heuristic deriva-

tion of the algorithm, we give a complete statement of the algorithm and

proofs of its principal properties.

Additional sections of this paper then discuss the relationship of

this algorithm to the classical matrix methods, the simplification

which the algorithm takes in the special case of binary codes, the gene-

ralization of the algorithm to BCH codes with a slightly different

definition, the generalization of the algorithm to decode erasures as well

as errors, and the extension of the algorithm to decode more than terrors

in certain cases. Each of these final sections of the paper may be read

independently of the others.

The Algorithm

Introduction
Heuristic Derivation of the Iterative Algorithm
The Iterative Algorithm
Iterative Algorithm Theorems
Examples

Additional Results

Beloved Historical Dregs
Simplifications in the Binary Case
Alternate BCH Codes
Decoding Erasures as well as Errors
Decoding More than tErrors.



then the decoder receives the word

Introduction

C. € GF(q)
1.

If the encoder transmits the codeword whose successive digits are the

and the channel noise adds to this an error word given by

coefficients of the polynomial

they are also roots of every codeword. ThuS, as the first step of our BCH

decoding procedure, we ma:y calculate Sk = e(cf) for k = 1, 2, ••• , 2t.

In order to locate and evaluate the errors, it is helpful to consider

r(z) = c(z) + e(z)

Let ex be a primitive Nth root of unity over QF(q). If cf is a root

of c(z), then r(ak) = e(cf). If the error word consists of an error of
. .-. - . . ... .; .

jl j2
value Yl at location JS.. = ex , an error of value Y2 at location ~= ex ,

ji k kji -~
then e(z) =rYi Z and e(a--) = rYi ex = rYi X-i=Sk- Here the Xi are

called the error loeations.;_ the Yi are called the error values; the Sk are

called the 'Weighted power-sum 9!'J'D8tric functions.

A t-error correcting BCH code is constructed in such a way that

ex , cF, w, ... , cPt are roots of its generating polynomial*, and therefore,

two polynomials. The first, called the error locator, cr(z), is the polynomial

whose reciprocal roots are the error locations: rcr(z) = f(l-XiZ) r

* (_m _m+l ..• , ",m+2t-l)The alternate, more general, definition 0:, 0:, """
for m f 1 is covered in a later section of this paper, "Alternate BCH Codes."
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2t+l
S mod z ,and w , given

k
z &: 1 + S(z)

w- = 1+8, anda

I(l+s)a = wi

I 2t+l I(l+8)a == w mod z

1+1::
i

w
0:=

The solution of these equations for a

well defined. Its coefficients ~e given by

Since a(O) =1, the generating function for the quotient w(z)/a(z) is

The second, called the error evaluator, w(z), is defined by

where we have defined the generating function S(z) by S(z) = i! Sk zk •
k=l

According to the above calculations,

find a and w from the equation

is the second step of the decoding procedure. We postpone the details
• r

81, 82, ••• , S2t at step I. Thus, only the first 2t coefficients of the

generating function for S(z) are known, and the decoder must attempt to

For the t-error-correcting BCH code, the decoder is able to calculate only

Once the error location, a (z), is known, the decoder may locate the

the errors by finding its reciprocal roots: a (z) = ~(l-Xiz). The solution
. J.

of this equation for the X's, given al , a2 , a" ••• , adeg a (the

until the next section.



Step IV: Find the error values.

We now consider Step II in greater detail.,

The problem

X
(deg a) ( -1)=' W_Xi _ =

Xi ,'~i (Xi-Xj )

We wish to solve the equation

(l+8)a == w mod z2t+l

!t+la(z) and w(z), given S(z) mod z •

Thus, we IIl8¥ summarize our decoding procedure as follows:

the errors according to the fornnU.a.

coefficients of a (z) = I: a
j

zj) is the third step of the decoding procedure.

After the errors have been located, the decoder my evaluate the polynomial

. -1w(z) at the poJ.nt z = X. ,obtainingJ.

Thus, as the fourth step of the decoding procedure, the decoder may evaluate

looks difficult, so we break it up into smaller pieces. We consider the

for the polynomials

Step I: Find the weighted power sum symmetric functions, Sl' S2'···' S2t.

Step II: Knowing the generating function for S(z):rood z2t+l , find the

polynomials a and w from the equation (l+8)a == w rod z2t+l.

Step III: Find the reciprocal roots of a (z), the error locations.

Heuristic derivation of the iterative algorithm

sequence of equations

*1 (l+S) a(n) == wen) mod zn+l

For each n = 0, 1, 2, ••• , 2t, we shall find polynomials a(n) = ~ J~) zk
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In general, we cannot expect to be so lucky. However we may write
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(n) n d n+l,. +z J*) Z .(1+8) (j(n) ==

(1+8) (j(n+l) = w(n+l) mod z (n+l)+1

errors, a good decoder must attempt to find a solution in Which degree (j

and wen) = ~n) zk which solve this equation. In general, these·

equations may have many solutions. Since the degree of (j is the number of

and degree w are "small."

If we have a solution to *1, then we might hope that this same pair

of polynomials, (j(n) and tn) ~ might also solve the eqJ.1ation

where we define b. in) as the coefficient of zn+l in the product

(1+8) (j(n). If b.in) =0, then we may evidently proceed by taking

<r(n+l) = !?) and w(n+l) = w(n). In order to define (j(n+l) in the

case when b.in ) 1: 0, we introduce the auxiliary polynomials T(n) and

,.(n), which will be chosen so as to solve the auxili& equations:

In terms of these auxiliary polynomials, we may define the successive (j's

It is readily seen that (j(n+l) and w{n+l) satisfy the equation

Of course we would also like the degrees of 1'(n) and ,.(n) to be "small."

and w's by

*4: (j(n+l) (n) tJnlz 1'(n)= (j -

*5: (n+l) (n) tJn)z ,.(n)w = w -



If liin) = 0, then *7 is meaningless, and we are forced to define T(n+l)

(n+l) . (n)
and r by *6. However, Jof Al. "1= 0, then our choice between *6 and

(n+l)
*7 must be based upon our desire to minimize the degrees of T and

(n+l) (n+l) (n+l) (n+l) (n+l)
" • The degrees of 0" , T , w , and" are given by

if O"(n) and wen) satisfy *1 and T(n) and r(n) satisfy *3.

There are two obvious ways to define T(n+l) and r(n+l) :

Either

~: T(n+l) = -r(n) and r(n+l) = z ,.cn)z.

or- O"(n) z wen)
*'7: -r(n+l) = and ,,(n+l) =

t\(n) li (n)
1

Either choice will satisfY the equation

n+2z

,,(n) satsify *3.

5

deg (T(n) if ~n) = 0 'or if deg (T(n) > d~ T(n)

1 + deg T(n) if ~n) 1= 0 and if deg -r(n) > deg In)-1

$ either of above if liin)/: 0 and if deg (T(n): l+deg T(n)

fl + deg T(n) if we use *6

1deg (T(n) if we use *'7

(l+S) T(n+l) == r(n+l) + zn+l JlX)d

if O"(n) and wen) satsify *1 and T(n). and

-*8: deg O'(n+l) =

(n+l)*9: deg -r =

I
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deg wen) if ~n) = 0 or if deg wen) > + deg .,(n)

*10: deg w(n+l) • 1 + deg .,(n) if Ain) 1: 0 and if deg .,(n) > deg In)_l

s either of the above if ~n) 1: 0 and if deg w(n). l+deg len)

*14: D(n+l) =

(n+l) { 1 + deg .,(n) if we use *'
*11: deg '1 •

deg wen) if we use *7

The degree of O"(n+l) is seen to be subject to an "accidental'l decrease

if deg O"(n) • 1 + deg T(n) and the leading coefficients of O"(n) and A(~)

~(n) happen to be equal. In order to circumcompute such accidents, we base

our choice between *6 and *7 not on the actual degrees of O"(n), T(n), w(n),

and .,(n), but on an upper bound, D(n), which is independent of' such vagaries.

We shall define this integral function, D(n), in such a W8¥ that

*12: deg O"(n) < D(n)

*13: deg ~(n) < n - D(n)

From 8, 12, and 13, we are led to the re~sive definition of' D(n):

D(n) if Atn) = 0 or if :O(n) ~ n;l

n + 1 - D(n) if ~n) 1: 0 and D(n) ~ n;l

It is readily seen that if deg O"(n) S deg T(n) S n - D(n), then deg O"(n+l)

~ D(n+l). Similarly, it deg wen) ~ D(n) and deg .,(n) S n - D(n), then

deg w(n+l) S D(n+l).

In order to ensure that deg T(n+l) ~ (n+l) - D(n+l) and that deg .,(n+l)

~ (n+l) - D(n+l), we must adopt the following rule for choosing between *6 and

*7:

6
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the restrictions

7

then require that

modz

+ 1 IOOd z

<reO) =T(O) =w(o) =1; ,,(0) =0; D(O) =0

{

Use *6 if tin) = 0 or if D(n) > (n+l)/2

Use *7 if tin) 1= 0 and D(n) < (n+1)/2

The initial equations are

(1+8) <reo) _

(1+8) T(O) ==

*15:

deg wen) S D(n)

deg ,,(n) ~ n _ D(n)

*16:

procrastinate! We postpone the close decision between *6 and *7 in this case

until we have looked at another consideration.

If 6~n) 1= 0 and D(n) = (n+l)/2, then either 0-K6 or *7 will give us poly-

. (n+l) (n+l) -.
nOIlUals T ° and" , each having degree S n+1 - D(n+l). When J.n doubt,

The equations may be solved by the obvious initialization:

We notice that deg <reo) =deg T(O) =deg w(O) =0 =D(O), but that

deg" (0) = - 00 < D(0) • Thus, at least initially, we may do even better than

We require that at lea.st one of these expressions be satisfied with

strict inequality. To this end, we introduce the Boolean fwlction B(n),

with initial value B(O) = o. (In general, either B(n) = 0 or B(n) = 1.) We

*18:

deg wen) S D(n) - B(n)

deg ,,(n) s n - D(n) - (l-B(n»

If we take the proper choice between *6 and *7 in the ca.se when ~n) 1= 0

and D(n) = (n+l)/2, and if we define B(n) caref'ul.l.y, then we may guarantee

*17:

I

'.f

•
I
I
I
I
I
I.
I,
,
I
I,
I,,.
I



8

We restate the a~orithm explicitly as follows:

that *17 and *18 hold for all n. By examining *10 and *11, the proper

recursive manner are then seen to satisfy equations *1, '*3, *12, *17, *18.
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~n) F0, D(n) = (n+1)/2, and B(n) =0

~n) ~ 0, D(n) = (n+1)/2, and B(n) =1

{

B(n) when using 6
B(n+1) =

1.- B(n) when using 7

{

Use *6 if

Use *'7 if

choice is seen to be:

This completes the heuristic derivation of the recursive algorithm. To

sl.Ullll&.rize, we start from the initial conditions *16. we then proceed recur­

sively as follows: Define ~n) by *2, <r(n+1) by *4, w(n+1) by *5, and

D(n+1) by *14. According to *15 and *19, we then defi~e -r(n+1) and 1(n+1)

*20:

-
by *6 or *'7, and B(n+1) according to *20. The POlynomials defined in this

_*19:
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The Iterative Algorithm

InitiallY define ~(o) =1, T(O) = 1, 00(0) =1, 7(0) =0, D(o)= 0, B(O) = O.

Proceed re.cursively as follows:

Define 6in) as the coefficient of zn+l in. the product (1+8) ~(n),

Let

~(n+1) = ~(n) _ ~n) z T(n)

w(n+l) = oo(n) _ ~n) z 7(n)

If 6in) = 0, or if D(n) > n;l, or if ~n) F0 and D(n) = n;l and B(n)=0,

set

D(n+1) = D(n)

B(n+l) = B(n)

T(n+l) =ZT(n)

7(n+l) =z7(n)

But, if 6in) F0 and either D(n) < n;l or D(n) = n;l and B(n) =1

set

D(n+1) =n+l - D(n)

B(n+l) =1-B(n)

T(n+1) = ~(n)/ 6in)

7(n+1) = w(n)/ ~n)

9



4&: Either deg .~ > D(n) + l-B(n) >D(n) or deg w> D(n) orboth.- - - . -

10

(2) For each n,

I
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rood z n+2

n=z

(1-106) T(n)e 7(n) + zn mod z n+l

( ) (n) (n) ~(.n) zn+l1-106 ~ e w + J.lb:

lc:

w. =

19: deg 7(n) S n-D(n)~(l-B(n» with equality if B(n) =1

1.t': deg wen) S D(n)-B(n) with equality if B(n) = 0

ld: deg ~(n) S D(n) with' equality if B(n) =1

le: deg T(n) S n-D(n) with equality if B(n) = 0

4b: If deg ~ oS n;l and deg II) oS ~, then ~=~(n) and w=11) (n)

Iterativa AlgorithIn theorems (over &Ill tie1dl

(1) For each n,

la: ~(n)(o) = w(n)(o) =1

(;) If ~ and w are any pair of polynomials which satisfy

n+1
~(O) = 1 and (l-lo6)~ e w JJk)d z , D = max (deg ~, deg w)

then there exist polyilOmia.ls V and V such that V(O) =1, V(O) =0,

deg V S D - D(n), deg V SD-(n-D(n», and

~ = U~(n) +VT(n)

(4) If ~ and w are relatively prime, and ~ (0) = 1 and (l-lo6)~e

n+l
II) mod z , then



ward but tedious induction on n.

11

=

mod zn+l

n n+l
+ z mod z

J (n) (n)· (n) (n)
T w - U "

According to Theorem 1,

(1+6) u(n) _ wen)

(1+6) T(n) = ,,(n)

Proof of Theorem 1, excepting the equality clauses of ld, le, 1ft and 19.

Readers who prefer a direct proof may verity these claims by a straight for-

These claims were proved in the heuristic derivation of the algorithm.

Proof of Theorem 2:

Taking the product of these t'WO congruences giYes

(1+6) T(n) w(n) = '(1+8) u(n) (,,(n) + zn)

Dividing by (1+8) gives

from Which we conclude that

Since

According to Theorems le and li, deg wen) + degT(n) .5 n.

According to ilheorems ld and 19, deg u(n) + d.eg,,(n) .5 n.

TherefOr~, deg {T(n) wen) - u(n) ,,(n)}.5 n

1\
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I
I
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Proof of Equality clauses of ld, le, lf, and 19:

If B(n) =0, then

deg i(n) < n-D(n)-l,

deg O"(n) :s D(n),

and deg {O"(n) 7(n)} :s n-l.

Since

deg {w(n) T(n) _ O"(n) 7(n} = n, it follows that

deg {w(n) T(n)} = n and deg w(n) = D(n), deg T(n) = n-D(n).

Similarly, if B(n)=l, then deg w(n) :s D(n)-l, deg T(n) :s n-D(n),

and deg {w(D) T(n)} :s n-l. It follows that deg {O"(n) 7(n)} =n,

deg O"(n) = D(n), and deg 7(n) = n-D(n).

Remarks on Theorem 2.:

This theorem gives us the form of the general solution (of any degree)

of the equations 0"(0) = 1, (1+8) 0" == w IOOq. zn+1. In View of theorem 2

and theorem la, it is evident that 0" (n) and T (n) are relatively prime.

Hence any polynomial,f, nay be expressed in the form

.. ---------(n}- -----(n)----------- ----
f=UO" +VT

Theorem 3 asserts that if 0" and w are a. solution to the equations

n+l0"(0) = 1, (1+8)0" == w mod z ,then the same U and V hold for both

expressions 0" = TJ In) + Vf..n) and w = UIn) + Vf.n). FurtherIOOre,

theorem 3 asserts that the degrees -of U and V are small.
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Using Theorem 2, this becomes

I '" = U ",(n) + V in) [

Similarly, sUbtracting r(n) times *21 from w(n) times *22 gives

(w(n) T(n)_ rr(n) 1(n»w =zn(Uw(n) ... V1(n»

Using Theorem 2, this becomes

]r"""':-rr-=-u-rr(-n)-...-v-T(-n-)r

d n+l
100 Z

By hypothesis

(l+S) rr == w

(1+S) rr(n)w == tl+s)rr w(n)

rr(n)w == rr w(n)

rr(n)w-rr w(n) = -zr1.v, where V(o)=o and deg V ,S D(n)+D-n

Multiplying by theorem lb gives

*21:

Proof of Theorem d:

Multiplying the hypothesis by theorem lc gives

(1+S) T(n)W == (l+S)U (1(n) + zn)

T(n)W == ~(1(n) + zn)== rr r(n) + zn

*22 T(n)w-rr 1(n) =U zn, where U(O)=l and deg U ,SD-D(n)

SUbtracting T(n) times *21 from rr(n) times *22 gives

( T(n) w(n) _ rr(n) 1(n»rr = zn(U rr(n) + V T(n»

I
I,.
I
I
I
I
I
I
Ie
I,
I
I
I
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I,e
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Proof of Theorem 4:

Theorem 4a is an inmediate consequence of· otI22, le, and 19.

Consequent~, if deg cr oS (n+l)/2 and deg w ~ n/2, then D(n)'::: (n+l)/2,

with strict inequality if' B(n) = O. According to Theorems ld and If, we

may deduce that

deg cr(n) .::: (n+l)/2, deg wen) .::: n/2, deg (cr(n)w) .::: n +l < n+l ;

deg (crw(n» .::: n+l < n+l, deg (-zl1y) =deg(cr(n)w • O'W(n» < n+l,

deg V < 1. Since yeO) = 0, this implies V = 0, Theorem' becomes

cr = U a(n) , w = U cr (n). By hypothesis, cr and Cal are relatively prime,

so U =1 •

q.e.d.

Examples:

Take a code of block length If = 15 over GF(~), 'Whose SJDdrome gives
4

Sl' S2' 8" and S4 = 81 , We have

q= 4 symbolS/alphabet ~tter

N=15=42 .1 block length

t = 2 guaranteed error correction

k =9 information digits

r = 6. check digits

Let ~ be a primitive element in GF(~), which satisfies ~+t+l=O.

Let 0: be a primitive e1emrmt of GF(2"), which satisfies

0: " +0: + 1 = 0 over GF(2) or 0: 2 +0: + t = 0 over GF(4). ~=a5.

All the elements of GF(24 ) are represented as powers of 0:, as follows:
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= 1

D(4) =2, B(4) =0

=

=1

16

4
so Xl = a,

« 4)2 + all

a 4( a4
+ ( 7)

=

(4 ) ~ 11 2 (4) 11 2& = 1 + o'z + a z, w =1 + ex- z ,

; 62 43 124
(1+8) = 1 + Gt" z + ex'z + ex z + a·z + ...

cr(o) =1, 1'(0) =1, w(o)= 1, '1(0) =D, D(O) =0, B(O) = 1

Exa.m;p1e I:

~1) =~

cr(l) = 1 + a3z, 1'(1) = ex-3, w(l) = 1, '1(1) =a-', D(l) =1, B(l) =1

~1) = 0

cr(2) = 1 + c?z, 1'(2):::a .3z, w(2) = 1, '1(2) = ex-3z, D (2)=1, B(2) = 1

The factorization of cr(4) is given by

.6.(2) = 1. ex4 + r? ci = J-4 = 0-1
1

cr(3) = ldz + exllz2, 1'(3) = ex +a,4z, w(2) = 1~11z2, '1(3tex.~ D(3)=2, B(3)=O
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Example II:

11 10 2 '5 3 14 4
(1+8) = 1 + a z + a z + orz + a; Z + •••

~(O) = 1, T(O) = 1, w(O) == 1, r(O) = 0, D(O) = 0, B(O) = O.

6iO) = all = a-4

~(l) = loKilz, T(l) = a4, w(l) =1, .il ) == a4, D(l)=l, B(l)=l

6 (1) = 1 • alO + all • ell = a6
1

~(2) = 1 +(all+ a4.a6)z = 1 + a14z, T(2) = a-C + ~z, w(2) = 1 + alOz,

r(2) =a-6, D(2)=1,Bte)=o.

6(2) -1. ~ +a14 • rl0 =a6
1 -

~(3) = 1+(d-4+1)Z + alll = 1 + ~z + rll z2, T(3) =a-6 + a8z,

D.(3) = 1 • a14 + a14 + ~ • eP + all • alO
= °1 . . .

~(4) = Idz +allz2 = (1+a4Z)(1+O?Z), so Xl ::lY.
4, ~ = a7

w(4) = Idz

Y1
~ + a

5
a4 + ~ a8

a5
~= =

a4 +
=

rP = =
Xl + ~ a7

X 5
a7 + ~ a13

Y2
2 +a alO t2= =

a4 +
== = =

Xl + X a7 rP
. 2

17
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Example III:
11 2 2 8 3 14 4

(l+S) = 1 + ex- z + CX-z + a z + a z + •••

~(o) =1, T(O) = 1, w(o)= 1, 7(0) = 0, D(o) =0, B(o) =0

I
I-.
I
I
I
I
I
I

-e,
I
I
I'
I
I
,I

-.
I

= t

Xl = eP

Y'
ci + a all

~= 6 = ;r =
1 a

D(2) = 1, B(2) =o.

6(2) - 0 ~3) = 01 - ,

~(4) = 1 + iii w(4) = 1 + aza z,

Problem:

If (1+S ) =1 + Oz + a14z2 + az3 + Oz
4

+ •••

2 4 2
show tha.t ~ = 1 + CX-Z + a z , and that

Xl =a7, ~ =~, Yl =t, Y2 =1.

~o) = all

~(1) =1 + allz,

6(1) =rl- + a22 = a12
1

~(2) = 1 + (a11-+alEi )z = l+(iz, T(2)= ~ + a-lz, w(2)= 1+ G'ez, /2) =~,
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o

o

1

=

1

Previous methods for calculating the 0'" s from the S t S have relied on

Given Sl' S2' ••• , S2t' one might attempt to solve the above equations

for 0"1' 0"2' ...--., . O"t and ~, w2' ... , wt • First, one determines 0"1'

0"2' ..., O"t from the equations

St+l St ... 82 Sl r:1
0

St+2 St+l S2 0

0"2 0.
• •= •

S2t St+1 St O"t_l •... 0

O"t

the direct solution of simultaneous linear equations. Instead of the key

equation, (1+S)0" == W IOOd z2t+1, one has the equivalent matrix equation

Beloved Historical Dregs
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I



and not used by those who think young.

algorithm relates to the matrix methods. If one attempts to solve the above

I
I-,
I
I
I
I
I
I

_I
I
I
I
I
I
I
I-,
I

O't

, ., ,
'sn
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S2n_l

=

St S2 81 0'1 St+l

St+l 82 0'2 St+2

•• •• • = -

S2t_l

M
n

These equations are typically solved by means of a tedious Guass-Jordan

Nevertheless, a considerable amount of wo~k has been done with these

or equivalently,

than the generating function approach. The matrix method also requires more

storage space. Furthermore, it is less elegant and harder to remember. In

view of the iterative algorithm theorems, there is no longer any need to

reduction of the above matrix. This method requires man:v"more computations

introduce t.hese matrices at all. In sbort,the.matrixmethod is now obsolete,

matrices. Therefore, for historical reasons, we will show how the iterative

equations for the n unknowns 0'1' 0'2' ••• , O'n' then the n x n coefficient

matrix is given by



and which are not, according to the following theorem:

Since k - D(k) > n iff 2n - k - 1 + D(k) < n-l, we conclude that

Rank M = n - I D(2n+l) -nln

NUllity M = ID(2n+l) - nln

(k)
P for the successive

iff k - D(k) > n

k - D(k) < n-l

(k)
P n-l

iff

(k)
, Pl ' ••• ,

-r(k)

z2n-k-l CT(k)

21

[
(k)= po

(k)
p =

For k =n, n+l, n+2, ••• , 2n-l" we may define the polynomial

deg p(k) < n-l fork = n, n+l, n+2, ••• , 2n-l.

If the determinant of M is nonzero, then these equations have a unique
n

solution for CTl' CT2' ••• , CTn • The traditional method for finding the CT' s,

given the S's, has been to select the largest n for which Mn is nonsingular,

and then solve the corresponding equations.

The i terative algorithm may be used to determine which M 's are singular
n

Proof:

With each polynomial p (l\:), we associate an n-dinemsional column vector

We then introduce the n x n matrix P by taking these

columns:

I
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I
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where

and
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nation of' its columns were zero, then

I
I-,
I
I
I
"I

I
I

_I
I
I
I
I
I
I
I-,
I

p(n) (n+l) (2n-l)

° Po ... Po

(n) (n+l) (2n-l)
Pl Pl Pl

P = (n) (n+l) (2n-l)
P2 P2 P2

.
•
(n) (n+l (2n-l)

Pn- l Pn- l ... Pn- l

k = n,n+l,

2n-l (
(1+8) ~ c.e k) == ~ + b zn+j mod zn+.1+l

k=n k n+j

2n-l ()
where deg ~ .:s n-l. We deduce that if' ~ ck .e k =0, then bk =° f'or

k=n
2n-l 2n-k-l (k)

•••2n-l and ~ ~z (j =0. But if' an+.1 ~ ° and
k=n

2n-l 2n-k-l (k) 2n-l (k)
~ ~ z (j + ~ bk T = °

k=O:l k=n

2n-l k
~ ck.e = °

k=O:l

We claim that the P matrix is nonsingular. For, if' some linear combi-

{

ck if' k - D(k) > n {Ck if' k-D(k) .:s n-l

ak = bk = .°otherwise °otherwise

If' ~ ~ ° then (1+8)p(k) =:: In-k-l w(k) mod z2n and deg (In-k-l w(k))

.:s 2n-k-l + D(k) .:s n-l. If' b
k

~ 0, then (1+8) T(k) == .,.(k) + zk mod zk+l

and deg .,(k) .:s n-l. Hence, .if' bn = bn+l = ••• = bn+j _l = 0, but bn+.1 ~ 0,

then



arguments it follows that the P matrix is triangular, with zeroes above the

main diagonal. Each entry on the main diagonal is either zero or one. If

23

D(k) ~ k/2 only if.D(k) =D(k-1).

2n-1 ()
We conclude that ~ ck .e k =

k=e

an+j +1 = an+j +2 ..... = a2n_1 = 0, then

2n-1 2n-k-1 (k) n-j-1 n-j
~ ~ Z (j._ an+j z mod z •

k=n

it is zero, the entire column containing it is zero. The null space of M
n

(k) 2n-k-1 (k) .
is spanned by the columns p =Z (j; the range of ~ is spanned by

the columns of P for which p(k) = (l+S) T(k). The nullity of M is the same
n

as the nUllity of P, which is equal to the number of k's (n ~ k ~ 2n-1) for

which k - D(k) ~ n, or equivalently, D(k) ~ k -no

From the iterative algorithm,

={
D{k) i1' D{k) > (k+l)/2 or i1' Aik ) • 0

D(k+1)
k + 1 - D(k) otherwise

It is evident that D(k) is a monotonic nondecreasing function of k, and that

° iff every ck .. 0, and that the p matrix is nonsingu1ar.

Since the matrix p is nonsingu1ar, the rank of l\ is the same as the

rank of the product matrix P .. MnP. The columns of P are ~(k),

k =n, n+1, ••• , 2n-1. Due to the structure of the matrix M , the columnn
M n(k) is given by p,(k) .. [p(k) p(k) ••• p(k) ]t where

n ~ - n 'n+1' '2n-1

~ p~k)zi .. (l+S) p(k). If p(k) =(j(k), then k _ D(k) ~ n, deg(z2n-k-1(j(k)).
i

< n-1 and (l+S)p(k) == z2n-k-1 w(k) mod z2n so that p(k) .. M p(k) = 0. On
- - n -
the other hand, if p(k) .. T(k), then deg 7(k) ~ k - D(k) ~ n-1 and (l+S) p(k)

_ (k) k k+1 (k) (k) [ ]t= 7 + Z mod z so that ~ .. MnE = 0,0, ••• ,0,1,... • (The first

nonzero entry in ~(k) is a one in the k - (n-1)th coordinate.) From these

I
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such that

We next claim that the set of k's for which D(k) ~ k - n must occur

consecutively. For if D(k) ~ k - n < k + 1 - n ~ D(k+1), then D(k+1) =

k+1 - D(k) ~ n + 1 and D(i) = D(k+1) ~ n + 1 > i + 1 - n for i = (k+1), k+2,

••• , 2n-1.

If D(2n-1) =n-j, j > 0, then

. {n- j < i-n for i =2n-j, ••• , 2n-1
D(i)= -

something> i-n for i =n,n+1, ••• ,2n-j-1.

In this case, Nullity M = j =n - D(2n-1).n

On the other hand, if D(2n-l) =n + j, j > 0, then there eXists a k

If D(2n-1) =n -j, j > 0, then

={
n + j > i - n for i =k, k+1, ••• ,2n-1

D(i)
k-j-n ~ i - n for i = k-j, ••• ,k-1

In this case, Nullity M = j =D(2n-1) - n. We conclude that
n

Nullity Mn = fD(2n-1) - nl; Rank Mn = n-l D(2n-1) - nl

q.e.d.

Simplifications in the Binary Case

For binary BCH codes, the decoding procedure can be somewhat simplified.

Since the only nonzero element in GF(2) is 1, every error value is 1. Thus,

once the errors are located, they may be corrected immediately. Step IV of

the general decoding procedure may be omitted. Additional simplifications

result within the iterative algorithm as we shall now show.

Since every Y
i

= 1, we may Simplify the expression for w:

...... A
= 0- + 0-' = 0- + 0- = 0-

I
Ie
I
'I
I
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I
I
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o if n odd

from which

if n even

if n odd

w(n) = ~(n)

y(n) = {~n)
~(n)

If the SIS are power-sum symmetric func-tions of any number of error

k
locations, then Sk = E Xi'

i
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We next use this lemma -to prove the following:

(Here we again use the superscripts II A" and "vo- II to denote-the even and

odd parts respectively. IIV-II should not be confused wi-th "rJ', which

q.e.d.

Let (l+S) and (l+R) be reciprocal generating functions in a field of

characteristic two: (l+S)(l+R) =1. Then ~= 0 iff ~= S2.

This equation leads to a considerable simplification of -the i tera-tive

algorithIn. We 'b.egin with a lemma:

we have used to indicate the reciprocal function.)

A A
~: separating (l+S)(l+R) = 1 in-to even and odd parts gives (l+S){l+R)

\;o.\".- ...... A A"", "'"
+ 8 R = 1 and S(l+R) + (l+S)R = o. Subtracting S -times the latter from

A A 2 ...... 2 A A
(l+S) times -the former gives «l+S) - S )(l+R) = (l+S), from which

~- f.. lts \ -1 In a field of characteristic -two,
- \(1+~)2 _"S2 ) .

A2 "'"2 ~2 --2 A ""2 2 A
(l+S) - S =1 + Si + S = 1 + (8+ S) =1 + S and R =0 iff

A 2 A 2
1 + S = 1 + S or 8 =S
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We assert that if

then

q.e.d.

and therefore,

I
I-,
I
I
I
I
I
I

_I
I
I
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I
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I
I-.
I

2k+3z

q.e.d.

The proof is by induction on n. The theorem is true for n ... O.Proof:

W(2k+l) ... ~(2k+l), ,,(2k+l)= ~(2k+l), A(2k+l) ... 0,
1

W(2k) A(2k) d (2k) ~(2k)
=0' an" ""

26

0'(2k+2) = 0'(2k+l), w(2k+2) = w(2k+l), T(2k+2) ... z T(2k+l),

/2k+2) = z /2k+l), w(2k+2) .. ~(2k+2) and r(2k+2) = \;f(2k+2)

(2k+l)The only nonobvious claim of the previ01;ls sentence is that Al .. o.

To prove this, we write

(l+S) 0'(2k+l) == ~(2k+l) + Al2k+l ) z2k+2 mod z2k+3

'"In view of the previous lemma, multiplying this by (l+R) gives

(2k+l) _ A(2k+l) + ""R A(2k+l) + A(2k+l) 2k+2 d
0' == 0' 0' 1 z mo

V"( 2k+1) +'"""'R A(2k+1) - A(2k+1) 2k+2 d 2k+3
0' 0' = 1 z moz

Since the expression on the left is odd, Al2k+l ) = o.

We further assert that

I-d-eg-O'-(n-)-=-D-(-n-),-de-g-T-(n-)-=-n---D-(-n-)~

Proof: Suppose deg O'(n) ... D(n) and deg T(n) = n - D(n). Then

deg O'(n) ... 1 + deg T(n) only if n is odd, and in this case Ain ) = O. It

follows that deg O'(n) I: deg Aln ) Z T(n). According to the recursive

algorithm, O'(n+l) = O'(n) - Aln ) Z T(n). Since the two terms on the right

have different degrees, deg O'(n+l) = max {deg O'(n), deg Aln ) Z T(n))= D(n+l).

It is easy to verify thatdeg T(n+l) ... n+l - D(n+l). Since deg 0'(0) = deg

T(O) = 0 = D(C), the theorem is true by induction on n.
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polynomials never appear explicitly:

(2k) ( (
z ~ if A 2k) ~ 0 and deg ~ 2k)< k
A(2k) 1 -

1

~(2k) _ 0 if k > 0o -

(2k+2)
~

algorithm, in which the w and v polynomials and the odd-indexed ~ and ~

In view of these results, we may compute the functions ~(O), ~(O),

~(2), ~(2), ~(4), ~(4), ••• , ~(2t), ~(2t) by an abbreviated iterative

From this algorithm, it is irmnediately evident that

iterative algorithm theorem 3,

~ =U ~(2t) + V ~(2t)

Abbreviated Iterative Algorithm for use in fields of characteristic two
1\ 2

when 8 = 8 •

Initially define ~(O) =1, ~(O) =1

Finally, we may also simplify the expression for the general solution

1\ 2t+lof the equations ~(O) =1, (1+8) ~= ~ mod z. According to the general

Proceed recursively as follows:

Define A(n) as the coefficient of zn+l, in the product (1+8) ~(n)
1

Let
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for the reader.
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Previous simplifications of the binary case have been based on the matrix

I
I-.
I
I
I
I
I
I

_I
I
I
I
I
I
I
I-.
I

...8
2n-2

1 ° °
82 81 '1

M = 84 8
3

82 81
1 •••n

••
8 82n-4 n-l

It is a relatively tedious, but straightforward problem to show that

Multiplying by (1+8) gives

(1+8) ~ =U(1+8) ~(n) + V(1+8) T(2t)

(1+8) ~ = U ~(2t) + v':;'(2t)

Nullity Mn =

which is an even function F0nl=a.Y~i;;;.f ---r

A v-
U=UandV=V

Here the brackets denote the greatest integer less than or equal to the

quantity inside. ([5/2] = 2; [-1/2] = -1). The proof of this theorem is

directly parallel to the proof of the theorem in the section on "Beloved

Historical Dregs", if one begins by defining

p(2k) =\ T(2k) iff deg T(2k) ~ n-1

z2n-2k-1 ~(2k) iff deg ~(2k) ~ 2k-n

for k = O,1,2, ••• ,n-1. We leave the remainder of the proof as an exercise
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This concludes the simplifications of the iterative algorithm and its

properties that result in the binary case. Unfortunately, no comparable

simplifications are known for BCH codes over GF{q) for any q I: 2. Although

it is true that Sqk = S~, this apparently does not result in any A's being

automatically zero.
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Powers of ex. where r? + cl· + 1 =0 -.
0:4 ~ 0:2 0: 1 1

4 i 1
2

1 t I! 1 i J, i
-31 0 0 0 0 0 1 0 0 0 0 0 00

-30 1 0 0 0 1 0 0 0 0 0 1 0 I-29 2 0 0 1 0 0 0 0 0 1 0 1
-28 3 0 1 0 0 0 0 0 0 1 1 18
-27 4 1 0 0 0 0 0 0 1 0 0 2

I-26 5 0 0 1 0 1 0 0 1 0 1 5
-25 6 0 1 0 1 0 0 0 1 1 0 19
-24 7 1 0 1 0 0 0 0 1 1 1 11
-23 8 0 1 1 0 1 0 1 0 0 0 3 I-22 9 1 1 0 1 0 0 1 0 0 1 29
-21 10 1 0 0 0 1 0 1 0 1 0 6
-20 11 0 0 1 1 1 0 1 0 1 1 27

I-19 12 0 1 1 1 0 0 1 1 0 0 20
-18 13 1 1 1 0 0 0 1 1 0 1 8
-17 14 1 1 1 0 1 0 1 1 1 0 12
-16 15 1 1 1 1 1 0 1 1 1 1 23 I-15 16 1 1 0 1 1 1 0 0 0 0 4
-14 17 1 0 0 1 1 1 0 0 0 1 10
-13 18 0 0 0 1 1 1 0 0 1 0 30 el-12 19 0 0 1 1 0 1 0 0 1 1 17
-11 20 0 1 1 0 0 1 0 1 0 0 7
-10 21 1 1 0 0 0 1 0 1 0 1 22

I- 9 22 1 0 1 0 1 1 0 1 1 0 28
- 8 23 0 1 1 1 1 1 0 1 1 1 26
- 7 24 1 1 1 1 0 1 1 0 0 0 21
- 6 25 1 1 0 0 1 1 1 0 0 1 25 I- 5 26 1 0 1 1 1 ,1 1 0 1 0 9
- 4 27 0 1 0 1 1 1 1 0 1 1 16
- 3 28 1 0 1 1 0 1 1 1 0 0 13 I- 2 29 0 1 0 0 1 1 1 1 0 1 14
- 1 30 1 0 0 1 0 1 1 1 1 0 24

0 31 0 0 0 0 1 1 1 1 1 1 15

I
I
I
I..
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,.(0) =1

,.(2) =J-7z

J-6=11011 7
10100 =a

a =00010

a8 =01101

a4
= 10000

(4)' 1 14 12 2cr = +ex +a z

(6) 14 2 26 3 (6) 24 7 2 I) 3cr = 1 + a z + Oz + a z, ,. = a z+ex z +a' z

31

Example: Consider the 3-error correcting binary BCH code of block length

31, with the field represented as polynomials of degree < 5 in a, where

cP + a2 + 1 = o. Log and antilog tables for this field are given on the
~ . 4 1

previous page. Suppose Sl = 11101 = a , S3 = 10000 = a , S5 = 00010 =cr.

(l+S) =1 + a14z + a28z2 + a4z3 + ~5z4 + a1z5 + a8z6+•••

cr(2) = 1 + J-4z

(1+S)cr(2)= 1 + (a4 + ( 11)z3 mod z4

Problems: (Binary Case)

1). Show that cr(2k) ,.(2k) =Odd + z2k, where Odd is an odd function of z.

2). Consider the triple error correcting binary BCH code of block length 31.

Suppose Sl = 01010 =a6, S3 =01111 = ~3, S5 = 0001 = aO
• Show that
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+cr

so is the right side, and we may

The decoding procedure for alternate t-error correcting BCH codes may

i ve. More generally, for any m, one may define a t-error correcting BCH

In the previous sections, we have assumed that the roots of the gene-

Alternate BCH Codes

(1+S) cr = w, or equivalently,

code as the cyclic code whose generator is the product of the distinct

. . m m+l m+2t-l 1miDl.mum funct~ons of 0 , 0 , ••• ,0 • If m F 1, this definition

gives an alternate t-error correcting BCH code. There is no loss of gene-

rality in the assumption that m > 0, since the case m = 0 is identical to

32

the case m = N.

be derived as follows: In general, one has the identity

rating polynomial of a t-error correcting BCH code must include

0, 02, ~, ••• , 02t. Although convenient, this definition is overly restrict-

and

00 k
( E Skz) cr = w_

k::Q

Since the left side is divisible by zm,

define the polynomial

Clearlydeg ~.::: deg cr



formula
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It.-

x~m ~(Xi)
=

j~i (Xi-Xj )

xi-~(X~l)

1f (l_XjX~l)
j~i

now becomes

For many channels, it turns out to be wiser not to force the demodu-

Step II of the decoding procedure for an alternate t-error correcting BCH

code consists of the solution of this equation for the polynomials a and

~, using the iterative algorithm. The error evaluator is given by the

The usual formula for the error values, namely,

Thus, the decoding procedure for an alternate BCH code differs from

the decoding procedure for the BCH code with m =1 only in these minor

modifications in the equations to be solved at steps II and IV.

lator to make a choice between sufficiently close alternatives. The best

strategy is to demodulate sufficiently weak or sufficiently ambiguous

received signals not as any of the q letters in the input alphabet, but

as 'an additional letter, "'l", called an erasure. In addition to locating

Decoding Erasures as well as Errors

and correcting any errors which may be present, the decoder must then also

attempt to determine the values of the symbols in the erased locations.

Thus, the goal of the decoder is to correct all of the "errata", which

consist of two types: erasures, whose locations are known but whose
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X = errata

X = errors
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The key equation, (l+S)cr = w, may be written as (l+S) A A. = w. More

generally, for the alternate BCH codes discussed in the previous section,

the key equation may be written as

The errata locator:

The error locator:

values are unknown, and errors, whose locations and values are both un­

known. It is helpful for the decoder to consider three different locator

polynomials:

The erasure locator: A = ~(l-Xiz)

X =erasures

m+d-2
(1 + r: ~zk+l-m) A A. == ~. mod zd

k=m

Here the code distance, d, is 2t+l for the t-error-correcting code. The

S's are the known weighted power-sum symmetric functions of the errata

locations; A is the known erasure locator; A. is the unknown error locator;

~ is the unknown errata evaluator for the alternate BCH code, as discussed

in the previous sectl. on.

To simplify the key equation, we combine the known S's with the

known erasure locator polynomial to obtain Forney's (1964) T' s. The T's

are defined by the equation
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d-l k m+d-2 k+l-m
(I + ~ Tkz) = (I + ~ Skz ) A

k=l k=m

The decoder must somehow.find A and ~ from the equation

d-l
(I + ~ TkZk ) AE ~ mod zd

k=l

If' there are s erasures and terrors, then deg A = t and deg S = s+t.

We have

d-l k - s ' k d
(~ TkZ) A ~ S-{l+ ~ TkZ ) A mod z
k=s+l k=l

. s+l
Since the left side is divisible by z ,so is the right side. We define

the polynomial 11 by the equation

(~ -
11 =

Substituting this into the previous equation gives

d-l
(~ TkZk ) AS ZS{1'\_A) mod zd
k=a+l

d-l
( k-S) d-s1 + ~ Tk z A E 1'\ mod z

k=s+l

If there are terrors, deg A = t and deg 1'\ :s t. If' t < {d-s)/2, these ...

equations may be solved by the iterative algorithm•
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The overall decodipg procedure for correcting erasures as well as

errors may be summarized as follows:

Step I: Compute the weighted power-sum symmetric functions of the

errata locations, Sm+l' Sm+2' ••• , Sm+d_l' and the erasure locator

polynomial, A = 1C (l-Xi z). Define s = deg A.
X=erasures

Step II:

Step III: Use the iterative algorithm to find the polynomials ~ and

11 such that
d-l

( k-S) d-s1 + E TkZ ~;;; 11 mod Z
k=s+l

~ is the error polynomial.

step IV: Compute the errata locator,

step V: Evaluate all errata values from the equation

m""
X~ ~ (Xi)

Yi = 1C (X. -Xo)
j~i J.

This procedure will correct any combination of s erasures and terrors

if d is larger than s + 2t. In this sense, an error may be considered to

be twice as harmful as an erasure. Heuristically, one can attribute this

to the fact that there are two unknowns (a location and a value) associated

with each error, but only one unknown (a value) associated with each erasure.

One can not rely on this heuristic interpretation too much, however, because

the criterion s + 2t < d remains valid even in the binary case, where every
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error has the known value 1.

weight.

DECODING MORE THAN tERRORS
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Xi 1C (Xi-X.)· If there are no more than t errors, then each Yi will be

J"i J

distinct reciprocal roots among the Nth roots of unity, corresponding to the

If there are more than terrors, then almost anything can happen. It

some nonzero element in GF(q), equal to the value of the error at location

If there are no more than t errors, then the iterative algorithm will

terminate with the correct error locator, cr = cr(2t) and the correct error

2t) (2t) (2t)evaluator, W = W • In this case, the polynomial cr has D(2t) =deg cr

error locations. The decoder will find these reciprocal roots at Step III

Far more likely than either of these events, however, are two other

is possible (though very unlikely) that the i terative algorithm terminates

terminates with a legitimate error locator and a legitimate error evaluator

Although wrong, .the decoder cannot be blamed for such a mistake, since; on

incorrectly "corrects" what it incorrectly believes to be the error pa.ttern.

completes steps III and IV of the decoding procedure without difficulty, and

corresponding to some error pattern of weight ~ t. In that case the decoder

with the correct error locator and the correct error evaluator, even though

D(2t) = deg cr(2t) > t. It is also possible that the recursive algorithm

the basis of the received codeword, the error pattern which it incorrectly

corrected is more probable than the actual error pattern, which has greater

possibilities: failure at step III or failure at step IV. The recursive

of the decoding procedure. At step IV, the decoder will compute Yi =
v-
W(X

i
)
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algorithm may terminate with an illegitimate polynomial, cr(2t), which does

~ have deg cr(2t) distinct roots among the Nth roots of unity. In this

case, step III ends in failure. Even if all roots of cr(2t) are distinct

Nth roots of unity, the polynomial w(2t) may be illegitimate. Although

the y's which the decoder computes at step IV must lie in the field which

contains the Nth roots of unity over GF(q), they may not lie in the subfie1d

consisting of GF(q) itself. In the event of such a failure at step III

or IV, the decoder has detected that more than t errors have occurred.

As a prelude to formulating certain procedures which can be used to

correct many patterns of t+1, t+2, ••• , errors in certain codes, we insert

an alternate step into the decoding algorithm:

Step II 1/2: Compute the generating function S(2t), defined by

(2t) . w(2t)
(l+S ) = (2t)

cr

For the moment, we avoid specifying the number of coefficients of

s(2t) which are to be computed. Since w(2t) and cr(2t) are given, it is

clear that for i > D(2 t), the decoder may compute

(2t) D(2t) S(2t) (2t)S =_ ~ IT

i ~ i-j v jj+1

If the polynomial cr(2t) is legitimate, then cr(2t) =,,(l-X. z), where
i J.

the Xi are distinct Nth roots of unity, and cr(2t) divides 1 - zN. In this

case we may write cr(2t) = (1_zN)/~(2t) and (1+s(2t)) = ~(2t)~2t)
1-z

00 Nj
1: z

j=O

38
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i=l

D(2t)
= 1C

We then have

(2t) (2t) D(2t) (2t) 0-(2t)
SN+D(2t)+i-j o-j = -I: SO(2t)+i-j j

j=l

D(2t)
(2t) = - I:

8N+D(2t)+i j=l

W(Xi ) I!'GF(q) iff S(2t) (2t)
quantities Xi 1C (Xi-X

j
) '" qk =Sk fork=1,2, ••• , D(2t).

j"i

of Step IV:

investigation of these coefficients, we may anticipate the success or failure

Thus, the success or failure of Step III may be anticipated by an

inspection of certain coefficients of S(2t) at Step II 1/2. By further

39

The reciprocal roots of 0-(2t) are distinct Nth roots of unity iff

(2t) (2t) (BN+k = Sk for k = 1,2, ••• , D 2t).

t(2t) ( )
-:-N ' where deg ~ 2t ~ N.
l-z

0-(2t) t(2t) = W(2t) (l_zN). This shows that 0-(2t) divides w(2t)(1_zN).

According to theorems 2 and la of the iterative algorithm, 0-(2t) and w(2t)

are relatively prime. Therefore, 0-(2t) divides (l_zN) .We have proved that

(2t)
= SD(2t)+i

(by induction on i). Since S~~~)= s~2t) for all k > 0, 1 + S(2t) =

(2t) (2t) (2t) (2t)
SN+k = Sk for k =1,2,3,... Conversely, if 8N+k = Sk

for k + 1,2, ••• , D(2t), then S~~~) = s~2t) for all k, because
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q.e.d.

Since the success

success or failure

(2t)
••• , SN+D(2t)'

where 0 is determined by deg 0 -:s D, 0(0) = 1,

() D kq
If Y

i
= y

i
q, then we have (S 2t )q = E Y X =

kq i=l i i

() D . w(2t)
If a 2t = n (l-Xiz), then a partial fraction expansion of (2t)

i~ a
Proof:

D qk (2t) q D q k (2t)
have both E YiXi = (Sk ) for k = 1,2, ••• , D and E Y Xq = (S .)q

i=l i=l i i k

given by Yi

40

for k = 1,2, ••• , D. The unique solution of the first set of equations is

This same expression furnishes the unique solution to the (identical) second

set of equations, whence Yi = Yi and Yi € GF(q), for i = 1,2, ••• ,D.

These results provide a method of anticipating the

of steps III and IV by computing S(2t) at step II 1/2.

of step III cannot be assured until one computes s~~~l,
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this computation may appear prohibitively time-consuming. It is true

that the computation of N + D(2t) - 2t successive coefficients of S(2t) is

approximately as much work as a Chien search over N + D(2t) - 2t successive

Nth roots of unity, and that with only 2t - D(2t) more steps, step III might

be completed via a Chien search. Nevertheless, there are two major advan-

tages to Step II 1/2:

1) The vast majority of illegitimate polynomial cr(2t) and w(2t) may be

detected by computing only a few coefficients of S(2t).

2) Sometimes corrective steps may be taken.

For example, although the decoder does not know S2t+l' he often knows

S2t+K for various (small) values of K, due to conjugate constraints

Sqk = S~ and cyclic constraints Sk+N = Sk' Atter computing S(2t), the

decoder then knows A~2t) = S2t+K - S~~~~ for various values of K. If

A~2t) ~ 0, then cr(2t) and w(2t) are not legitimate. However, these known

A~2t) may enable the decoder to compute the polynomials U and V, and there­

by determine the true error polynomial from theorem 3 of the recursive

algorithm:

In general, we define

(Notice that the first coefficient, A(2t), coincides with the A(2t) defined
1 1

in the iterative algorithm.)

w Uw(2t) + VV(2t)
Setting (l+S) = ~ = U cr(2t) + V ~(2t)

41
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D.(2t) - -V
1 - 1

-V {(U + (2t) + V T(2t) + (2t))2
1 ~ cr1 1 O. cr1
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_V(W(2t) T(2t) _ cr(2t) r~2t))

= zn cr(2t) (U cr(2t) + V T(2t»)

+ U + U cr(2t) + cr(2t) + V T(2t) + V T(2t)JJ
211 2 2 0 1 1

(2t) 1 w w(2t)
D. = - (- - "t?'l':r\n cr _\2t)z cr

D.(2t) = -V ~ (1- cr(2t)(U cr(2t) + V T(2t)))k
k=O

D.(2t) = -V + V (U + cr(2t) + V T(2t) + cr(2t))
3 3 21 1 10 1

D.(2t) = _ V + V (U + cr(2t) + V T(2t) + cr(2t))
2 2 1 1 1 1 0 1

and (1 + S
(2t)) = w(2t):1'm ' we get .

cr

In a field of characteristic p,
00 00 m
1:: ~k = ( 1t (1 _ ~p ) )P-1

k=O m-O

Using this identity gives

()
00 ( ) m p-1 00 m ( m m ( m p-1

t.. 2t = _vo( 1t (cr 2t )p) (1t (Up (cr 2t))P + vP (T 2t))P )
m=O m=O



for i > 6f 8(6)
.1-1 i-J

A(2t) = V ~ ( (a(2t»2 + Va(2t) ./2t»2
m

. m=O

and

In the special case when U =1 and V =VIz and p =2, this becomes

Example: We continue the example of the previous section, using the ,-error

So

A(2t) V Z + {~'I"(2t) + V (a(2t»2)z, +
= 1 1 1 1 1

+ V Z {'I"(2t) Z + ('I"(2t) + w(2t) ~(2t» 2 }
1 1 2 'I "'1 Z + •••

correcting binary BCH code of block length ,1, with the field represented

as polynomials of degree < 5 in Q, where c:l + Q2 + 1 = O. The power-sum
. '. 14

symmetric functions of the error locations were 81 =11101 =or , 8
3

=10000

= Q
4, and 8

5
= 00010 = cl. Using the recursive algorithm as in the previous

section, we find a(6) =Q26 z" + a z2 + J-4' z + 1 and '1"(6) =af4 z +

Q1 l· + c:l z3. We have (1+8) =1 + J-4 z + Q28 z2 + Q4 z3 + af5z4 + J-z5 +

8 6
Q z + •••

Using the formula

However, in view of the cyclic and conjugate constraints, it is known that
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in a coset all of 'Whose 'Words have 'Weight > t+u. Or, there may be several

equations may have no solutions, as may happen if the received 'Word lies
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We conclude that the polynomial8 8 8 88 8 1 20 _ 8(6)
9 = 31+9 = 40 = 5 = a F a - 9 •

In the present example this becomes

1 =~ a24
+ V ri8

1 1

or (V
l

a-4 )2 + (v
l
a-4 ) = a- l

A(2t) =+_.2 T(2t) V «2t»2
3 Y1 1 + 1 ~l

~(6) is illegitimate; it does not have three distinct reciprocal roots

in GF(25), because A~6) =8
9

- 8~6) = a8 - cJO =1 f: O. Corrective measures

are in order. If 'We assume that no more than four errors occurred, then

general solution ~ = U ~(6) + V T(6) becomes ~ = ~(6) + VIZ T(6). (Recall

that, for binary codes, U must be even and V odd, and if either U or V had

degree > 2, then ~ 'Would have degree > 4.) According to the calculations

on the previous page,

The solutions of this quadratic equation are given by

V
l

a-4 = ell or all + 1 = el9

V = el5 or rJ3
1

If V
l

= el5, then ~ = 1 + a14
Z + a8 z2 +a z3. + rJ° z4

In general, if one assumes that there are t+u errors, then one can

use the expressions for the generating function A(2t) to obtain simultaneous

It happens that both of these polynomials are legitimate, and each has four

distinct reciprocal roots in GF(25).

equations for u unknown coefficients of the polynomials U and V. These



I
I.e
I
I
I
I
-I
I
Ie
I
Ii
I
I
I
I
I.e
I

legitimate solutions, as in the above example. Or, there may be a unique

solution.

Unfortunately, the simultaneous nonlinear equations appear to be qUite

complicated, and little is known about the conditions tor any solutions,

tor a unique solution, or how to go about tinding the solution(s) it it

(they) exist. I:f one assumes that there are only t+l errors, then this

extra error can be located by solving a single algebraic equation in the

single unknown, VI. However, it there are more than t+l errors, then

the situation gets very complicated very qUickly.


