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Abstract

In this work an in1nite family of K-loops is constructed from the re#ection structure of
co-Minkowski planes and their properties are analysed.
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1. Introduction

In the 1rst part of this work, following [5,6], co-Minkowski planes over a 1eld K
in the sense of [3] are introduced and the idea of quadratic co-Minkowski cone is
presented.
In Section 2 it is shown that it is possible, under the assumptions that the 1eld K

has exactly two square classes with −1 non-square, to impose a re#ection structure on
the (quadratic) cone of a co-Minkowski plane; this structure is proved to be that of
a (discrete) symmetric space in the sense of [4] and, according to [2], gives rise to a
K-loop, which is proper if |K|¿7.
In Section 3 the structure of the K-loop thus obtained is studied with the extra

provision that 2 is a square in K. This loop is always 1bred in subgroups and it is
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shown that it is possible to describe its centraliser structure in a geometric way. The
last part of the work is focused on analysing the action of the structure group of the
loop on the lines of the cone.

2. Construction of co-Minkowski planes

In this work, [4] has been used as a reference for the theory of quadratic vector
spaces.
The following assumptions will be made:

1. K is a 1eld of odd or zero characteristic;
2. the pair (V; f) is a 3-dimensional quadratic vector space on K;
3. the symbol � denotes the orthogonality relation induced by f on the subspaces of

V , that is, for any W6V

W� := {x∈V :f(x; y)=0 ∀y∈W}:

2.1. De8nitions

According to [5,6], a co-Minkowski plane can be de1ned as follows.

De�nition 1. The symmetric relation � is de1ned on the subspaces of V as: ∀V1; V26V ,

V1 � V2 ⇔ {(0; 0; 0)} =∈{V1 ∩V�
2 ; V �

1 ∩V2}:

De�nition 2. A 5-tuple (P; L; I; �; �) is the datum of 5 sets with the following
properties:

1. L is a subset of 2P;
2. I is a symmetric relation in (P×L)∪ (L×P);
3. � is a symmetric relation in L×L;
4. � is a symmetric relation in P×P.

De�nition 3. Assume now f to be non-trivial. An (i; j)-metric-projective derivation of
(V; f) is the 5-tuple (PL; I;⊥;) de1ned as follows:

• P is the set of all the i-dimensional subspaces of V ;
• L is the set of all the j-dimensional subspaces of V with j �= i;
• I is the natural incidence relation between elements of P and L;
• ⊥ is the � relation restricted to L×L;
•  is the � relation restricted to P×P.

De�nition 4. A 5-tuple V=(P;L; I;⊥;) is a metric-projective coordinate plane (mpc
plane) if there exist integers i; j∈{1; 2} and a quadratic space (V; f), such that V is
the (i; j)-metric-projective derivation of (V; f).
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The radical and the Witt index of the quadratic space (V; f) will be denoted, re-
spectively, by Rad(V ) and IndW (V ).

De�nition 5. Let V be the mpc plane derived from the quadratic space (V; f) and let
�=dim Rad(V ) and �=IndW (V ) We will call V according to the following table:

(�; �) (i; j)

(1,2) (2,1)

(0,0) Elliptic Elliptic
(0,1) Hyperbolic Hyperbolic
(1,0) co-Euclidean Euclidean
(1,1) co-Minkowski Minkowski
(2,0) Galilean Galilean.

De�nition 6. A point p of an mpc plane V is isotropic if pp.

The name derives from the fact that the isotropic points of V are exactly the points
arising from the subspaces of V isotropic with respect to the form f.

De�nition 7. Let V=(P;L; I;⊥;) be an mpc plane, and let U⊆P. The trace struc-
ture of V along U is the structure: (U;L′; I ′;⊥′;′) where

1. L′ := {l∩U : l∈L & |l∩U |¿2};
2. I ′ is the restriction of I to (U ×L′)∪ (L′ ×U );
3. ⊥′ is de1ned in L′ ×L′ as, l′⊥′m′ if and only if:

∃l; m∈L: l⊥m and l′=l∩U; m′=m∩U ;

4. ′ is the restriction of  to U .

De�nition 8. A co-Minkowski plane is the trace structure of a co-Minkowski mpc
plane along the set of its non-isotropic points.

2.2. A model

Following [1], it is possible to provide a model of a co-Minkowski plane as follows.
The same assumptions as before are taken.
Let N := (n0; n1; n2) be a 1xed ordered basis of V, and consider the quadratic form

associated to the matrix 0 1 0
1 0 0
0 0 0
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with respect to N. The kernel of this quadratic form is the union of the two planes
M0 := (Kn2 +Kn0) and M1 := (Kn2 +Kn1), that is

f(x; x)=0 ⇔ x∈M0 ∪M1:

Hence, it is possible to associate to every point v of V\(M0 ∪M1) the re#ection ṽ of
axis Kv. Namely, for any v with f(v; v) �=0; ṽ is de1ned to be the mapping

ṽ :
{

V →V;
x→−x + 2f(x;v)

f(v;v)v:

The following lemma is a standard result in the theory of quadratic forms.

Lemma 1. For all v∈V such that f(v; v) �=0 and for all i∈K;

1. Fix ṽ=Kv;
2. Fix (−ṽ)={v}�;
3. ṽ2= id;
4. �̃v= ṽ if � �=0.
5. ṽ(M1)=M0;
6. ṽ∈O(V; q);
7. ∀�∈O(V; q) we have �ṽ�−1= �̃(v);
8. x∈V (i) ↔ ṽ(x)∈V (i).

For any i∈K\{0}, de1ne K(i) to be the set of all the elements of K in the same
square class of i, that is

K(i) := {t∈K: ∃x∈K such that t= ix2}

and let, for any vector space V over K

V (i) := {x∈V : f(x; x)∈K(i)}:

The set K(0) is de1ned accordingly to be {0} and, likewise, V (0):={x∈V :f(x; x)=0}.
Let (P;R) be the projective derivation of V , that is the linear space having as point

set

P :=
V?

K?

and as set of lines

R := {�(W?): W6V ; dim W =2}:

Let also � :V? →P; x→K?x be the usual projection map.
All the V (i)’s are homogeneous sets and, if i �=0, they do not contain (0; 0; 0). Hence,

the structure of the quadratic classes can be carried onto the projective plane.
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De�nition 9. Let V be any vector space over K and let i∈K. Then,
• for i �=0

P(i) := �(V (i));

• otherwise

P(0) := �(V (0)\{(0; 0; 0)}):

By Lemma 1 we have:

Lemma 2. The re=ection mapping ˜ is compatible with the projection �, in the sense
that

ˆ :

P\P
(0) →Aut(P;R)

�(v)→ �̂(v) :
{
P→P;
�(x)→ �(ṽ(x)):

is well de8ned.

The following notation will be used:

N := �(M0 ∩M1\{(0; 0; 0)});

PM :=
⋃

i∈K?

P(i):

We will also write RM ;R(i) and R0 for the sets of lines obtained as trace structures
of the projective plane (P;R) along, respectively, the sets PM ;P(i) and P0.

The triple (PM ;RM ; ˆ|PM ) presents the same incidence structure as the co-Minkowski
plane induced by f and ˆ|PM is ‘compatible’ with the metric structure of the latter in
the following sense:

• ∀x; y; t∈PM : xy↔ t̂(x)t̂(y);
• ∀t∈PM : Fix t̂={p : tp}∪ {t}.
In the language of [6] any line L of RM is called radical if and only if

∀S∈RM : S⊥L:

The previous statement amounts to ask that the image of the radical of the vector space
(V; f) belongs to a radical line; thus, it follows that the set of all radical lines of M
is exactly

{L∈RM : L∪{N}∈R}:

This implies that, given any point p∈PM , there exists exactly one radical line in
(PM ;RM ; )̂ passing through it; such a line will be denoted by the symbol p;N .
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2.3. Co-Minkowski cones

Since by Lemma 1, point (8), for any p∈PM and for any i∈K? the restriction of
p̂ to P(i) is a permutation of P(i), it is possible to state the de1nition that follows:

De�nition 10.

• a co-Minkowski cone is any triple (P(i);R(i); ˆ|P(i) ) with i∈K?;
• the triple (P(1);R(1); ˆ|P(1) ) =: (P+;R+; ˆ|P+ is called quadratic co-Minkowski cone.

De�nition 11. The trace of a radical line of (PM ;RM ) along the set P(i) is a long line
of the cone (P(i);R(i); ˆ|P(i) ); the trace of a non-radical line is called a short line.

From now on, the following extra assumptions will be made on K:

1. there are only two square classes in K;
2. −1 is a non-square in K,

that is

K :=K(1) ∪̇{0}∪̇K(−1):

Remark. If K is 1nite the existence of two square classes is immediate and the con-
dition that −1 is a non-square is equivalent to ask |K| �≡ 1(mod 4).

Our main concern will be with what happens in the quadratic co-Minkowski cone;
however, all the geometric constructions can be applied also to (P(−1);R(−1); ˆ|P(−1) ).

In order to simplify the notation, where no confusion is expected to arise, the re-
striction ˆ|P+ will be written simply as ˆ .

3. The re)ection structure

If t∈K(1), then there exists exactly two square roots r1; r2∈K of t with r1=−r2.
By the assumptions that −1 is a non-square in K and that there are no more than two
square classes, one of the ri’s is always a square.
The symbol

√
t will be used for denoting the solution of the equation x2− t=0 that

is a square.

3.1. Canonical representations

It is possible to provide a canonical representation of the points of the cone P+.
This, done in the following lemma, is aimed at simplifying successive computations.

Lemma 3. Let p=K?(a; b; c) be a point of P+; and suppose 2 to be a square in K.
Then there exists a unique (�; �)∈K(1) ×K such that

(�; �−1; �)∈K?(a; b; c):

On the other hand; if p=K?(a; a−1; c); for any a; c∈K, then p∈P+.
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Proof. By hypothesis, K(1)=K(2). Since p∈P+, then q(p) :=f(p;p)=2ab∈K(2) and,
from the latter, ab∈K(2). If a∈K(1), let p′ := (1=

√
ab)(a; b; c); otherwise de1ne

p′=−(1=
√
ab)(a; b; c). Then K?p′=K?(a; b; c), and p′ satis1es the required prop-

erties. The inverse is an immediate consequence of the fact that aa−1=1∈K(1).

For the rest of this work, 2 will be assumed to be a square in K; the points of P+

will also be always denoted by their canonical representatives.
The re#ection p̂(x) can be described in the following way, using the canonical

representation:

p̂(x) = (p0; p̂−1
0 ; p2)(x0; x−1

0 ; x2)

= −(x0; x−1
0 ; x2) + (p0x−1

0 + p−1
0 x0)(p0; p−1

0 p2)

= (−x0 + p2
0|x−1

0 + x0;−x−1
0 + x−1

0 + p−2
0 x0; p2p0x−1

0 + p2p−1
0 x0 − x2)

=
(
p2
0

x0
;
x0
p2
0
;−x2 + p2

p2
0 + x20
p0x0

)
:

3.2. Operation construction

Let o be the point (1; 1; 0) of P+.

Lemma 4. For all x=(x0; x−1
0 ; x2)∈P+ there exists one and only one p∈P+ such

that p̂(x)=o.

Proof. By construction x0 can be taken as a square.
From the description of p̂, the following relation has to be satis1ed:(

p2
0

x0
;
x0
p2
0
;−x2 + p2

p2
0 + x20
p0x0

)
=(1; 1; 0);

whence, since x0 �=0

p2
0

x0
=1↔p0=

√
x0;

p2=x2
x0
√
x0

x0 + x20
=x2

√
x0

1 + x0
:

This proves the lemma.

Since v̂ can be seen as a re#ection of centre v in P+, the previous lemma is actually
a de1nition of the ‘mid point’ between any point p∈P+ and the 1xed point o.
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De�nition 12. Let o := (1; 1; 0)∈P+. For all p∈P+, let p′∈P+ be the unique point
such that p̂′(o)=p. The mapping p+ :P+ →P+ is de1ned as the one that for any
x∈P+ acts as

p+(x) := p̂′ô(x):

For any a; b∈P+, we also de1ne their ‘sum’ as

a+ b := a+(b):

Observe that in general a+ b �= b+ a.

Lemma 5. For all a∈P+, it is true that a+ o=o+ a=a.

Proof. On the left-hand side the computation of o+ a yields

o+ a=o+(a)= ôô(a)=id(a)=a

on the other side, a+ o is

a+ o= â′ô(o)= â′(o)=a:

The result follows.

The following theorem provides an explicit formula for computing the operation +
between two points given in canonical form.

Theorem 6. Let a; b be two points of P+. Then the point a+ b has as representative

a+ b=
(
a0b0;

1
b0a0

; b2 + a2
a0b0 + 1=b0

1 + a0

)
:

Proof. We know by Lemma 4 that

a′ =
(√

a0;
1√
a0

; a2

√
a0

1 + a0

)
and that

ô(b)=
(

1
b0

; b0;−b2

)
:

Hence,

a+ b := â′ô(b) =
(
a0b0;

1
b0a0

; b2 + a2

√
a0

1 + a0

(
a0 +

1
b20

)
b0√
a0

)

=
(
a0b0;

1
a0b0

; b2 + a2
a0b0 + 1=b0

1 + a0

)
:



L. Giuzzi, H. Karzel / Discrete Mathematics 255 (2002) 161–179 169

By using this formula it is possible to consider when the operation is associative.
Indeed,

a+ (b+ c)=
(
a0b0c0;

1
a0b0c0

; c2 + b2
b0c0 + 1=c0

1 + b0
+ a2

a0b0c0 + 1=b0c0
1 + a0

)
;

while

(a+ b) + c=
(
a0b0c0;

1
a0b0c0

; c2 +
(
b2 + a2

a0b0 + 1=b0
1 + a0

)
a0b0c0 + 1=c0

1 + a0b0

)
;

whence it follows

((a+ b) + c)− (a+ (b+ c))

=
(
0; 0; b2

b0c0 + 1=c0
1 + b0

+ a2
a0b0c0 + 1=b0c0

1 + a0

−
(
b2 + a2

a0b0 + 1=b0
1 + a0

)
a0b0c0 + 1=c0

1 + a0b0

)

=
(
0; 0; b2

(
b0c0 + 1=c0

1 + b0
− a0b0c0 + 1=c0

1 + a0b0

)

+ a2
(a0b0c0 + 1=b0c0)(1 + a0b0)− (a0b0 + 1=b0)(a0b0c0 + 1=c0)

(1 + a0)(1 + a0b0)

)

=
(
0; 0; b2

b0c0(1− a0) + b0((a0 − 1)=c0)
(1 + b0)(1 + a0b0)

+ a2
a0b0c0 − a0c0 + a0((1− b0)=c0)

(1 + a0)(1 + a0b0)

)

=
(
0; 0; b0b2(1− a0)

c0 − 1=c0
(1 + b0)(1 + a0b0)

− a0a2(1− b0)
c0 − 1=c0

(1 + a0)(1 + a0b0)

)

=
(
0; 0;

(b0b2(1− a0)(1 + a0)− a0a2(1− b0)(1 + b0))(c0 − 1=c0)
(1 + a0)(1 + b0)(1 + a0b0)

−
)

=
(
0; 0;

c0 − 1=c0
(1 + a0)(1 + b0)(1 + a0b0)

(b0b2(1− a2
0)− a0a2(1− b20))

)
:

If an ordered triple (a; b; c)∈P+3 is said to associate whenever a+(b+c)=(a+b)+c,
it is possible to synthesize the previous computation in the following lemma.
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Lemma 7. A triple (a; b; c)∈P+3 associates if and only if either one of the following
two conditions is satis8ed:

1. c0= 1
c0
that is c0=1;

2. b0b2(1− a2
0)=a0a2(1− b2

0).

An immediate consequence of Lemma 7 is that in general ‘+’ is non-associative;
hence, (P+;+) is not a group.

Lemma 8. For any c∈P+; there exists one and only one b∈P+ such that:

c + b=b+ c=o:

Such an element b will be written as −c.

Proof. In order for b to be a right inverse of a, it has to satisfy

1. a0b0=1↔ a0=b−1
0 ,

2r. b2 + a2
a0b0+1=b0

1+a0
=0↔ b2=−a2 1+a0

1+a0
↔ b2=−a2.

If it is a left inverse, on the other hand, it has to be such that

1. a0b0=1↔ a0=b−1
0 ,

2l. a2 + b2
a0b0+1=a0

1+b0
=0↔ a2=−b2 1+b0

1+b0
↔ a2=−b2.

The lemma follows by comparing the conditions 21 and 2r.

3.3. Loops

De�nition 13. An algebraic structure (L;+) is called a loop if the following conditions
hold true:

1. ∃o∈L: ∀a∈L: a+ o=o+ a=a;

2. ∀a; b∈L: ∃!(x; y)∈L2 such that:
{

a+ x=b;
y + a=b:

A loop is proper if it is not a group.
If a loop is proper, we shall write −a for the only solution of the equation x+a=o,

while a− will indicate the solution of a+ x=o.

De�nition 14. Let (L;+) be a loop; for any a∈L consider the mapping

a+ :
{

L→L;
x→ a+ x:

De1ne now &a; b to be, for any two elements a; b∈L,

&a; b :=
{

L→L;
x→ &a; b(x) := (((a+ b)+)−1a+b+)(x):
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The &a; b’s measure how much a loop is not a group.

De�nition 15. The structure group ' of a loop (L;+) is the group generated by all
the &a; b’s as a; b∈L.

De�nition 16. A loop (L;+) is a K-loop if the following are satis1ed:

1. ∀a; b∈L: &a; b∈Aut(L;+),
2. (−a) + (−b)=−(a+ b) (automorphic inverse property),
3. &a; b=&a; b+a.

Observe that if a K-loop is a group, then, by (2), it is commutative.
From the Lemma 1, points (5) and (6) and the Lemma 2 it is possible to deduce

the following result.

Lemma 9. For all a; b∈P+,

̂̂a(b)= âb̂â:

With this remark it is possible to prove the main theorem of this section.

Theorem 10. The algebraic structure (P+;+) is a proper K-loop.

Proof. From Lemmas 5 and 8 it follows that (P+;+) is at least a loop.
By [2], the condition in Lemma 9 is enough to prove that a loop is indeed a K

-loop, whence the result.

The smallest example under our assumptions, is provided when starting from the
1eld K=GF(7); this produces a proper K-loop of 21 elements.
It is however worthwhile to remark that so far no 1niteness hypothesis has been

necessary. In fact, if K is 1nite the only conditions that have been used are:

1. −1 non-square, 1

2. 2 square.

Thus we have actually provided an example of an in1nite family of 1nite K-loops.

Remark. For any triple p; q; x the &’s can be written explicitly as

&p;q(x) :=
(
x0;

1
x0

; x2 + q2
q0x0 + 1=x0

1 + q0
+ p2

p0q0x0 + 1=q0x0
1 + p0

+
(
x0 +

1
p0q0x0

) −q2 − p2(p0q0 + (1=q0)=(1 + p0))
1 + 1=q0p0

)
:

1 This yields that the characteristic has to be odd, since it implies 1 �=−1.
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It follows that every &p;q acts as the identity on the 1rst two components of any
point p. Since the quadratic form q depends only on these components, it follows that
all the &’s preserve orthogonality as well.

4. The line structure

In this section, (P+;+) will be assumed to be a K-loop, constructed from a co-
Minkowski cone as presented before.
Aim of this section is to show the interplay between the algebraic properties of the

loop and the geometry of the structure (P+;R+; )̂.
For every b=(b0; 1=b0; b2)∈P+ de1ne the centraliser of b to be the set

Z(b) := {x∈P+: x + b=b+ x}:
Let also

Z(b) := {x∈P+: x + b=b+ x}:
Let also

Z1(b) := {(1=b0; b0; t): t∈K}
and
1. for b0 �=1,

Z2(b) :=
{
L(b; t): t∈K2; where L(b; t) :=

(
t; 1=t;

(t2 − 1)
t

g(b)
)

;

g(b) :=
b2b0

(b20 − 1)

}
;

2. for b0=1,

Z2(b)={−b}:

Theorem 11. For any b∈P+:

Z(b)=Z1(b)∪Z2(b)

and

Z1(b)∩Z2(b)={(−b)}:

Now let b be a point with b0 �=1, and consider the equation of the line between a
point of the form b(t)=L(b; t), for some t∈K(2), and o. Let p be a generic point on
o; b(t)\{o}. After a normalisation, such a point can be written in the form

p=R(b; t; +) :=

[√
(+ + t)t
+t + 1

;

√
+t + 1
(+ + t)t

;
(t2 − 1)b2b0√

+ + t
√
+t + 1

√
t(b2

0 − 1)

]
;
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where + is a parameter that varies in the set

D(t) :=
{
+∈K:

+ + t
+t + 1

∈K(2)
}

:

We claim that as + varies in D(t), the 1rst component of R(b; t; +) assumes all possible
values for a point of P+. In fact, the relation

(+ + �)�
+�+ 1

=�

makes sense only when + �=−1=�. Indeed, when +=−1=�, the second coordinate of
the point p=R(b; t; +) would be zero, against the assumption p∈P+. Moreover, since

(+ + �)�=�(+�+ 1)↔ +�(1− �)=� − �2 ↔ +=
� − �2

�(1− �)
;

the before mentioned relation can be solved for all �∈K(2); �∈K, with � �=1.
On the other hand, �=1 corresponds to the only point on the line that has the 1rst

two components equal to 1, that is o, against the hypothesis.
The symbol R(b; t; +)0 will be used in order to denote the 1rst component of the

vector R(b; t; +). Consider now the point L(b; R(b; t; +)0).
After a formal substitution, the formula becomes

L(b; R(b; t; +)0) =

(√
+ + t
+ + 1=t

;
(√

+ + t
+ + 1=t

)−1

;

((+ + t)=(+ + 1=t)− 1)b2b0√
(+ + t)=(+ + 1=t)(b0 − 1)(1 + b0)

)
:

The 1rst two components are by construction the same as those of the point R(b; t; +);
we claim that also R(b; t; +)2=L(b; R(b; t; +)0)2. In fact, this is the same as to verify
the relation

((+ + t)=(+ + 1=t)− 1)b2b0√
(+ + t)=(+ + 1=t)(b0 − 1)(1 + b0)

− (t2 − 1)b2b0√
(+ + t)(+ + 1=t)t(b0 − 1)(b0 + 1)

=0

to be identically satis1ed.
Given that

(t2 − 1)b2b0√
(+ + t)(+ + 1=t)t(b0 − 1)(b0 + 1)

=
(t − 1=t)b2b0√

(+ + t)=(+ + 1=t)(b0 − 1)(b0 + 1)(+ + 1=t)
;
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the previous equation simpli1es to(
(+ + t)
(+ + 1=t)

− 1
)

=
(t − 1=t)
+ + 1=t

and the latter is true for all allowed values of +; t; b0 and b2.
Finally, since for any given t′, as + varies in D(t′); R(b; t; +)0 assumes all the possible

values among the squares of K,

Z2(b) = {R(b; t′; +): +∈D(t′)}∪ {o} = b; o∩P+:

On the other hand, the set Z1(b) is a line of P+ passing through −b, and, by considering
that the radical N of the quadratic form f is the class [(0; 0; 1)], it follows that Z1(b)
is, in fact, the line −b; N of the co-Minkowski cone.

Theorem 12. For any b∈P+ with b0 �=1; the set Z2(b) is an Abelian group isomorphic
to the multiplicative group of the squares of K; if b0=1; then Z1(b) is also an Abelian
group; isomorphic to the additive group of K.

Proof. If m; n∈Z2(b), then there exist t1; t2∈K(2) such that

m=(t1; 1=t1; L(b; t1)); n=(t2; 1=t2; L(b; t2)):

If o∈{m; n}, then m+ n∈{m; n}⊆Z2(b).
Suppose o =∈{m; n}. Since Z2(b) is the line o; b,

{m; n}⊆Z2(b)=o; b↔Z2(m)=o; m=o; b=o; n=Z2(n):

It follows:

m+ n=n+ m:

Moreover,

L(b; t1t2)=L(b; t2) + L(b; t1)
t1t2 + 1=t2
1 + t1

implies

m+ n =
(
t1t2;

1
t1t2

; L(b; t2) + L(b; t1)
t1t2 + 1=t2
1 + t1

)
= (t1t2; L(b; t1t2))∈Z2(b):

On the other hand, Z2(b) is closed under composition and contains o; hence, it must
be an Abelian sub-K-loop of (P+;+), whence we deduce that it is a group.

The 1rst part of the theorem now follows from the fact that the projection

 b :

{
Z2(b)→K(2);

(x0; 1
x0
; x2)→ x0

is a group isomorphism.
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If b0=1, then Z1(b)={(1; 1; t): t∈K}, that immediately implies that Z1(b)� (K;+),
whence the second part of the thesis.

De�nition 17. A loop (L;+) is 8bred in sub-groups if and only if there exists a set
F such that:

1. ∀X∈F: X ⊆L is a non-trivial group;
2. L =∈F;
3. ∀t∈L\{o};∃!X ∈F: t∈X .

The elements of F will be called 8bres of the loop.
Theorem 12 can be restated as follows.

Theorem 13. The loop (P+;+) is 8bred in subgroups; the 8bres being the lines o; p;
for p∈P+\{o}.

Assume now K to be a 1nite 1eld GF(q) with q odd. Half of its non-zero elements
are squares; hence, for any b∈P+ diUerent form o the following cardinalities can be
computed:

|o; N |= |−b; N |=q;

|b; o|= q− 1
2

:

Lemma 14. Given any point p∈P+, there are exactly q + 1 lines of (P+;R+) it
belongs to.

Proof. The order of p in P is q + 1; and this provides an upper bound for its order
in the trace structure P+.
Suppose 1rst p0 �=1, and consider the line

o; N := {(1; 1; t): t∈K}:
By construction, p =∈ o; N and |o; N |=q. On the other hand, since (P+;R+) is a linear
space, that there are exactly q lines through a intersecting o; N .
Let U;W be the two lines in R such that p;N⊆U and o; N⊆W . Then U ∩W = {N}

=∈P+, and the line p;N of P+ is not one of those counted before. The consequence
of this argument is that there are at least q+1 lines of P+ passing through p, and the
theorem follows.
Exactly, the same technique can be used in the case p1=1, by just replacing o; N

with q; N , with q =∈ o; N .

Corollary 15. Let p∈P+; and suppose R to be a line of P+ such that p∈R and
R �=p;N . Then for all r∈P+:

r; N ∩R �= ∅:



176 L. Giuzzi, H. Karzel / Discrete Mathematics 255 (2002) 161–179

Proof. If p∈r; N , the corollary is trivial. If p =∈ r; N , then there are exactly q distinct
lines through p incident with r; N . It follows that there is only one more line through
p, and that has to be p;N , not incident with r; N in P+. By hypothesis, R �=p;N ;
hence, R has to belong to the set of the lines incident with r; N .

The following lemma is of more interest.

Lemma 16. For any point a∈P+; the only line of R+ through it with q points is the
radical one; that is a; N , all the others having cardinality (q− 1)=2.

Proof. Let R be a line through a diUerent from a; N . By the previous corollary, R
intersects all the lines of the form p;N for any p∈P+. Since each of those lines has
cardinality q,

|R|q= |P+|:

On the other hand,

|P+|=q
q− 1
2

;

whence the thesis.

De1ne, for any a∈P+

'a := {&a; b: b∈o; N}:

Lemma 17. For any a∈P+: 'a is a group; isomorphic to o; N ; that is (K;+).

Proof. Let b; c∈o; N . By direct computation,

&a; b&a; c(x) =
(
x0; 1=x0; x2 +

x0 + 1=x0
2

(b2 + c2) + a2
a0x0 + 1=x0

1 + a0

− (b2 + c2 + a2)
x0 + 1=a0x0
1 + 1=a0

)
= &a; (1;1; b2+c2)(x)=&a; b+c(x);

that proves the thesis.

Lemma 18. Given a; c∈P+\o; N ; there exists exactly one b∈o; N such that

o; c=&a; b(o; a):

Proof. Let O′ be the set of all the lines through o diUerent from o; N .
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Since the point b can, by hypothesis, be represented as (1; 1; b2), it is possible to
write &a; b as

&a; (1;1; b2)(a)=
[(

a0;
1
a0

;−1
2
b2a2

0 − 2b2a0 − 2a2a0 + b2
a0

)]
:

The &a; b’s are all collineations of P+. Since the element o is the identity of the loop
(P+; ·), it is 1xed by any of the &’s; moreover, the formula for &a; b implies that a =∈ o; N
causes &a; b(a) =∈ o; N . Hence, given /∈'a and L∈O′, then /(L)∈O′. The latter can be
expressed by saying that 'a is a group that acts in a natural way on the set O′.
In order to prove the lemma it is now enough to verify the regularity of the group

'a on O′. This property is equivalent to prove that, for any element o; a=:L∈O′, the
application

�L :
{

'a →O′;
&a; b → &a; bL

is bijective.
The injectivity is a consequence of the fact that from

b2a2
0 − 2b2a0 − 2a2a0 + b2 = b′2a

2
0 − 2b′2a0 − 2a2a0 + b′2

⇔ (b2 − b′2)(a
2
0 − 2a0 + 1)=0;

it follows b2=b′2 or (a0 − 1)2=0, that is a0=1 or b′=b, and the case a0=1 implies
a∈o; N , against the hypothesis.
Surjectivity can be seen by just looking at the third component of b, given that there

are no restrictions on b2.

In the previous proof the following result has been obtained as well.

Corollary 19. For all a∈P+; b∈o; N

&a; b(a)∈a; N :

Lemma 20. For any line L=a; N ; diDerent from o; N

'L := {&a; b: a∈L; b∈o; N}
is an Abelian group isomorphic to o; N , acting regularly on the set O′. Moreover,
'L='a for any a∈L.

Proof. Let O′ be as in Lemma 18.
For any a; c∈P+; b∈o; N ,

&a; b(c)=
(
c0;

1
c0

;−1
2
−2c2c0 − 2c2c0a0 − b2c20 + b2a0c20 + b2 − b2a0

c0(1 + a0)

)
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and similarly,

&c; b(c)=
(
c0;

1
c0

;−1
2
b2c20 − 2b2c0 − 2c2c0 + b2

c0

)
:

The two images coincide if and only if the third components are the same, that is

b2(c0 − 1)(a0 − c0)=0:

This yields three possibilities: b2=0; c0=1 or a0=c0.
The case b2=0 is “trivial” since it corresponds to the situation in which &a; b=&c; b=id.
The case c0=1 is equivalent to c∈o; N , and the same computation shows that o; N

is 1xed point-wise by the &a; b’s.
Let us suppose then c0 �=1; then

&c; b(o; c)=&a; b(o; c) ⇔ c∈a; N :

Since both a and c are arbitrary it follows that the action of any &t; b∈'t on a line of
O′ does not depend upon the choice of the point t on the line t; N .
On the other hand, since

1. all the lines of the form k; N are 1xed set-wise;
2. the &’s are all collineations;
3. any point q∈P+ can be determined as intersection of o; q∈O′ and q; N ;

the action of a & on the lines of O′ is enough in order to determine its action on the
whole cone P+.
It follows that the permutation group 'a does not depend on the choice of a on

L=a; N , that is the thesis.

Note that the following has also been veri1ed while proving the result.

Corollary 21. Given a∈P+\o; N and let b∈o; N\{o},
Fix &a; b=o; N :

Theorem 22. For any p =∈ o; N ,

'p;N =':

Proof. Under the assumption |K|¿7, there exist at least 3 long lines in (P+;+). Let

O := o; N ;

L :=p;N ;

S := q; N ;

with S =∈O; L. In order to prove the thesis, it is suWcient to show that ' acts in a
regular way on the points of the line p;N . Since 'p;N6', the transitivity is immediate.



L. Giuzzi, H. Karzel / Discrete Mathematics 255 (2002) 161–179 179

Suppose now that there exists some x∈p;N 1xed by &∈'. Because (P+;+) is a 1bred
K-loop, the elements of ' are all collineations. Let y∈S; since & 1xes x and the point
t := x; y∩O, it has to 1x all the line x; y; thus y is 1xed. This means that the line S is
1xed point-wise, that is that all the short lines have to be 1xed set-wise. On the other
hand the long lines are always 1xed set-wise, whence we deduce that & has to be the
identity.

If 2¡|K|¡7, then the K-loop (P+;+) constructed in the same geometric way is a
group; hence, both ' and 'p;N are trivial. In this case the previous result is trivially
true.
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