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Abstract

Using geometric properties of the variety Vr,t, the image under the
Grassmannian map of a Desarguesian (t− 1)-spread of PG (rt− 1, q), we
introduce error correcting codes related to the twisted tensor product
construction, producing several families of constacyclic codes. We exactly
determine the parameters of these codes and characterise the words of
minimum weight.
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1 Introduction

Linear codes are one of the simplest, yet powerful, methods to add redundancy
to a message in order to provide protection against transmission errors. For a
general reference on coding theory, including standard notations, see [15]. As
customary, we regard a q-ary linear code C with parameters [n, k, d] as a subspace
of dimension k of Fnq whose non-zero vectors have Hamming weight at least d.
Recall that the correction capacity of a code, at least on a first approximation,
depends on its minimum distance d. Indeed, the most probable undetected
errors are exactly those corresponding to words of minimum weight; thus, it
is in practice quite important to be able to count and characterise such words.
In general, the complexity of implementation of a code is tied to the size q of
the field under consideration. This is one of the reasons why some of the most
widely used codes are actually defined over the binary field F2, even if some the
actual computations involved in the correction procedure are performed over
algebraic extensions, as in the case of the BCH construction. On the other hand,
some recent applications warrant for the use of non-binary codes in a ‘natural
way’, as, in order to increase the storage density of data, addressable units larger
than a single bit are often selected.

∗Part of this research has been performed while a guest of the Department of Mathematics
of Ghent University.
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A code C might be determined by either a generator matrix G, a matrix
whose rows constitute a basis for the subspace C of Fnq , or, dually, a parity check

matrix H, that is a matrix providing a basis for the annihilator of C in Fnq ⊥. In
this paper we shall adopt the latter approach; in particular, the code C is the
kernel of the linear application induced by H.

The link between incidence structures and coding theory has been very
fruitful. Possibly, it has been first pointed out in [16]; for a reference on on the
development of the topic and some of the related problems we refer to the book
[1]. Codes derived from geometries have proven themselves to be interesting for
several reasons, not least the possibility of providing synthetic constructions and
their usually large automorphism group.

In this paper we shall study some codes related to the Segre embedding and
twisted tensor products; see [2, 6]. Our constructions generalise and strengthen
some of the results of [2], albeit using different techniques. In Section 2 we shall
recall some properties of the algebraic variety Vr,t and prove that any t+ 1 of
its points are in general position. In Section 3, using these results, some new
families of codes Cr,t will be introduced. We will determine their parameters and
also characterise the words of minimum weight. All of these codes admit a large
subgroup of monomial automorphisms, isomorphic to PΓL (r, qt) and they are
always constacyclic in the sense of [3]. We shall also investigate some subcodes
and show that by puncturing in a suitable way it is possible to obtain cyclic
codes.

2 The variety Vr,t and twisted tensor products

Let PG (V,F) be the projective space defined by the lattice of subspaces of the
vector space V over the field F and write PG (n − 1, q) := PG (V,Fq), where
dimFq V = n. Take PG (r1−1, q), PG (r2−1, q), . . . ,PG (rt−1, q) to be t distinct
projective spaces; the Segre embedding

σ : PG (r1− 1, q)×PG (r2− 1, q)× · · ·×PG (rt− 1, q) −→ PG (r1r2 · · · rt− 1, q)

is the map such that σ(x1, . . . ,xt) is the vector of all the possible products

x
(1)
j1
x
(2)
j2
· · ·x(t)jt , as xi = (x

(i)
0 , x

(i)
1 , . . . , x

(i)
ni−1) varies in PG (ri − 1, q). The image

of σ is the Segre variety Σr1;r2;...;rt : it can be regarded, in some way, as a product
of projective spaces; see [11, Chapter 25], [9, Chapter 9] and [8, Chapter 2]. In
the language of tensor products, σ is the natural morphism between the varieties

PG (V1, q)× PG (V2, q)× · · · × PG (Vt, q) −→ PG (V1 ⊗ V2 ⊗ · · · ⊗ Vt, q).

In this paper, we are interested in the case r1 = r2 = . . . , rt = r; for brevity we
shall write Σrt instead of Σr1;r2;...;rt . Clearly, Σrt ⊆ PG (rt − 1, q).

The Veronese variety V(n, d) is an algebraic variety of PG (
(
n+d
d

)
− 1, q),

image of the injective map

vn,d : PG (n, q) −→ PG (

(
n+ d

d

)
− 1, q),
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where vn,d(x0, x1, . . . , xn) is the vector of all the monomials of degree d in
x0, . . . , xn; for d = 2, see [11, Chapter 25]; for general d, see [8, Chapters 2,9]
and also [5]. It is useful to remember that V(1, d) is a normal rational curve
of PG (d, q) and any d+ 1 of its points happen to be in general position. The
Veronese variety V(r, t) and Σrt are closely related, in the sense that V(r, t) is the
image under σ of the diagonal of PG (r−1, q)×PG (r−1, q)×· · ·×PG (r−1, q).

Take now the projective space PG (r−1, qt) and let v 7−→ vq be the Fq–linear
collineation of order t induced by the by the Frobenius automorphism of the
extension [Fqt : Fq]. For any P ∈ PG (r − 1, qt), write

Pα = σ([P, P q, . . . , P q
t−1

]).

The image of this correspondence is the variety Vr,t. It is immediate to see that
the Fq–linear collineation of order t given by

(p0 ⊗ p1 ⊗ · · · ⊗ pt−1) 7−→ (pqt−1 ⊗ p
q
0 ⊗ · · · ⊗ p

q
t−2)

fixes Vr,t point–wise; hence, Vr,t is contained in a subgeometry Ω = PG (rt−1, q)
of PG (rt − 1, qt). It turns out that Vr,t is, in fact, the complete intersection of
the Segre product Σrt with Ω.

As an algebraic variety Vr,t first appeared in [19]; it has then been described in
[14] and therein extensively studied. Recently, in [17], an explicit parametrisation
for Vr,t has been determined, leading to the discovery of some new properties. It
is convenient to recall here this parametrisation. Take F = {f : {0, . . . , t− 1} →
{0, . . . , r − 1}} and write P = (x0, . . . , xr−1) ∈ PG (r − 1, qt). Then, there
is an injective map α : PG (r − 1, qt) → Vr,t ⊆ PG (rt − 1, qt) sending any
P ∈ PG (r − 1, qt) to the point Pα ∈ PG (rt − 1, qt) whose coordinates consist
of all products of the form

t−1∏
i=0

xq
i

f(i)

as f varies in F.
There is a strong affinity between the Veronese variety and Vr,t: take ψ ∈

PΓL (r, qt) so that ψt = id and let V be the image under σ of the elements

of type (v, vψ, . . . , vψ
t−1

); clearly V is a variety; furthermore, when ψ = id,
then V = Σrt ∩ PG (

(
r−1+t
t

)
− 1, qt) is a Veronese variety; if, on the contrary,

ψ is a Fq–linear collineation of order t, ultimately determining a subgeometry
Ω = PG (rt − 1, q), then V = Σrt ∩ Ω and V = Vr,t.

We shall also make use of the alternative description of Vr,t from [14]. A De-
sarguesian (also called normal) spread of PG (rt− 1, q) is projectively equivalent
to a linear representation of PG (r − 1, qt) in PG (rt− 1, q); see [19]. As such,
it consists of a collection S of (t − 1)-dimensional subspaces of PG (rt − 1, q),
each of them the linear representation of a point of PG (r − 1, qt), partitioning
the point set of PG (rt− 1, q). When regarded on the Grassmannian of all the
(t− 1)-dimensional subspaces of PG (rt− 1, q), the elements of S determine the
algebraic variety Vr,t. The best known example is for r = t = 2: indeed, the
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Grassmannian of the lines of a Desarguesian spread of PG (3, q) is an elliptic
quadric V2,2 = Q−(3, q); see, for instance, [10, Section 15.4].

More in general, if ΠP ∈ S is linear representation of a point P ∈ PG (r−1, qt),
then the image under the Grassmann map of ΠP is Pα. Using this correspondence,
it has been possible to investigate several proprieties of Vr,t; see [13, 14, 17].
Here we will recall just some of them. As the group PΓL (r, qt) preserves a
Desarguesian (t− 1)–spread S of PG (rt− 1, q), its lifting preserves Vr,t and its
action on the points of Vr,t is isomorphic to the 2–transitive action of PΓL (r, qt)
on the elements of S; see [14]. We remark that the aforementioned action is
actually 3–transitive for r = 2.

The group G = PGL (r, qt) acts in a natural way on M = PG (r − 1, qt),
which is both a G–module and an Fqt -vector space. The twisted tensor product
has been introduced in [21] to realise a new G-module, say M ′, defined over
the subfield Fq form M ; this induces a straightforward embedding of PGL (r, qt)
in PGL (rt, q). We briefly recall the construction. Write the action of G on M
as g · P → gP , where g ∈ G and P ∈ M . For any automorphism φ of Fqt , we
can define a new G-module, Mφ with group action g · P → gφP ; when φ is the
automorphism g → gq

i

, we shall write Mφ = Mqi . Using this notation, the
twisted tensor product of M over Fq is

M ′ = M ⊗Mq ⊗ · · · ⊗Mqt−1

.

Observe that as
PG (rt − 1, qt) ' PG (M ′,Fqt)

we can regard the Segre product Σrt as embedded in the latter projective space.
If we restrict our attention to the points of Vr,t, we see that for any g ∈ G and
P ∈ PG (r − 1, qt)

(gP )α = σ([gP, gqP q, . . . , gq
t−1

P q
t−1

]) = gσ([P, P q, . . . , P q
t−1

]) = gPα.

This is to say that PGL (r, qt), as embedded in PGL (rt, q), stabilises Vr,t and its
action on the points of the variety is the same way as on those of PG (r − 1, qt).
For this reason, we can consider Vr,t as a geometric realisation of PG (r−1, qt) in
the twisted tensor product; in brief we shall call it the twisted tensor embedding
over Fq of PG (r − 1, qt). In close analogy, the image under α of a subgeometry
PG (r− 1, qs) of PG (r− 1, qt), where s|t, is the twisted tensor embedding of the
Veronese variety V(r − 1, ts ) defined on the field Fqs ; this turns out to be the

complete intersection of Vr,t with a suitable PG (
(r−1+ t

s
t
s

)s
− 1, q); in particular,

for s = 1, we get a Veronese variety V(r − 1, t) defined on Fq; see [14] for s = 1
and r = 2 and [17] for the general case.

The set R = {ΠP |P ∈ PG (r−1, q)} is a regulus. There are several equivalent
descriptions for such a collection of spaces contained in a Desarguesian spread; for
our purposes, the most useful is the following: suppose Σ to be a (r−1)–subspace
of PG (rt− 1, q) such that Σ intersects every element of S in at most one point;
then, the elements of S with non-empty intersection with Σ form a regulus R.
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As mentioned before, any t+ 1 points of the normal rational curve V(1, t) are
in general position, that is they span a t–dimensional projective space; in [17]
it is proved that also any t+ 1 points of V2,t are in general position. Recently,
W. Kantor [12] has announced a proof of the same property for the Veronesean
V(r − 1, t) with arbitrary r. Using a suitable adaptation of the arguments he
proposed it is possible to generalise the result of [17] to Vr,t for any r. To this
aim, first we prove a suitably adapted version of a result in [12].

Theorem 2.1. Let Π0,Π1, . . . ,Πt−1 be subspaces of PG (r − 1, qt) and suppose
that P ∈ PG (r − 1, qt) is not contained in any of them. Then, Pα is not
contained in 〈Πα

0 ,Π
α
1 , . . . ,Π

α
t−1〉.

Proof. For each i = 0, . . . , t−1, consider a linear map `i vanishing on Πi but not
in P . That is to say that `i = 0 is the equation of a hyperplane of PG (r − 1, qt)

containing the subspace Πi but not the point P . Clearly, for `i =
∑r−1
j=0 aijxj ,

we have `qi =
∑r−1
j=0 a

q
ijx

q
j . Let

L =

t−1∏
i=0

`q
i−1

i .

By construction, L vanishes on Π0,Π1, . . . ,Πt−1 but not in P . By the paramet-
risation of Vr,t of [17], L evaluated on Πi is the same as a Fqt–linear function
evaluated on Πα

i ⊂ Vr,t; hence, there exists a hyperplane Λ of PG (rt − 1, qt)
containing 〈Πα

i : i = 0, 1, . . . , t− 1〉 but not Pα. It is well known that any hy-
perplane of PG (rt − 1, qt) intersects a subgeometry PG (rt − 1, q) in a (possibly
empty) subspace. This completes the proof.

The case in which all of the subspaces reduce to a single projective point is
of special interest for the geometry.

Corollary 2.2. Any t+ 1 points of Vr,t are in general position.

Corollary 2.3. Suppose q > t. Any set of t + 2 dependent points of Vr,t is
contained in the image under α of a subline PG (1, q) ⊂ PG (r − 1, qt).

Proof. Take t+ 2 distinct points P0, P1, . . . , Pt, P forming a dependent system,
and let

Πi := Pi, for i = 0, . . . , t− 2, Πt−1 = 〈Pt−1, Pt〉.

If it were P /∈ Πt−1, then, by Theorem 2.1, Pα /∈ 〈Pα0 , Pα1 , . . . ,Πα
t−1〉. However,

by hypothesis, Pα ∈ 〈Pα0 , Pα1 , . . . , Pαt−1, Pαt 〉 and 〈Pα0 , Pα1 , . . . , Pαt−2, Pαt−1, Pαt 〉 ⊆
〈Pα0 , Pα1 , . . . ,Πα

t−1〉 — a contradiction. It follows that the t + 2 points under
consideration must all belong to the same line PG (1, qt) ⊆ PG (r − 1, qt). In
particular, their image is contained in a V2,t ⊆ Vr,t. By [13, Lemma 2.5], for
t < q, any t + 2 linearly dependent points of V2,t which are t + 1 by t + 1
independent are the image of elements of the same regulus in the Desarguesian
(t− 1)–spread of PG (2t− 1, q); it follows that they are contained in the image
under α of the same subline PG (1, q).

5



3 The code Cr,t and its automorphisms

Definition 3.1. Let q be any prime power. For any two integers r, t with
t < q, denote by Cr,t the code whose parity-check matrix H has as columns the
coordinate vectors of the points of the variety Vr,t.

Remark 3.2. In Definition 3.1 we did not specify the field over which the
code is defined. Clearly, Cr,t arises as a subspace of Frtqt — however, by the
considerations contained in the previous paragraph, it can be more conveniently
be regarded as defined over Fq, up to a suitable collineation; this is what we
shall do.

Remark 3.3. The order of the columns in H is arbitrary, but once chosen, it
determines an order for the points of Vr,t. In particular Definition 3.1 for Cr,t
makes sense only up to code equivalence, as a permutation of the columns is not
usually an automorphism of the code. It will be seen in the latter part of this
section, however, that the most useful orders for the code Cr,t are those induced
by the action of a cyclic collineation group of PG (r − 1, qt) — either a Singer
cycle or an affine Singer cycle.

In view of Remark 3.3, it is possible to give the following definition.

Definition 3.4. The support of a word w ∈ Cr,t is the set of points of the
variety Vr,t corresponding to the non-zero components of w.

In order to avoid degenerate cases, the condition t < q shall always be silently
assumed in the remainder of the paper.

Theorem 3.5. The code Cr,t has length n = (qrt−1)
(qt−1) and parameters [n, n −

rt, t+ 2].

Proof. By construction

n = |Vr,t| = |PG (r − 1, qt)|.

As Vr,t ⊆ PG (rt−1, q) is not contained in any hyperplane, the rank of the rt×n
matrix H is maximal and, consequently, the dimension of the code is n − rt.
Corollary 2.2 guarantees that any t+ 1 columns of H are linearly independent;
thus, by [15, Theorem 10, page 33] the the minimum distance of Cr,t is always
at least d ≥ t+ 2.

The image under α of the canonical subline PG (1, q) of PG (r − 1, qt) de-
termines a submatrix H ′ of H with many repeated rows; indeed, the points
represented in H ′ constitute a normal rational curve contained in a subspace of
dimension t; see [13, Theorem 2.16]. It follows that any t + 2 such points are
necessarily dependent. Hence, the minimum distance is exactly t+ 2.

Remark 3.6. The code C2,3 is also constructed in [2, Theorem 2].

We now characterise the words of minimum weight in Cr,t.
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Theorem 3.7. A word w ∈ Cr,t has minimum weight if, and only if, its support
consists of t+ 2 points contained in the image of a subline PG (1, q).

Proof. By the proof of Theorem 3.5, the image of any t+ 2 points in a subline
PG (1, q) gives the support of a codeword of minimum weight.

Conversely, let w ∈ Cr,t be of weight t+ 2; then, the support of w consists
of t+ 2 dependent points of Vr,t. By Corollary 2.3 these are contained in the
image under α of a subline. The result follows.

We shall now introduce a second class of codes, also a generalisation of a
construction in [2].

Definition 3.8. Let q be any prime power. For any three integers r, t, s with

t < q, 1 < s < t and s|t, denote by C(s)r,t the code whose parity-check matrix
K has as columns the coordinate vectors of the points of the subvariety of Vr,t
image of the points of a subgeometry PG (r − 1, qs), that is the twisted tensor
embedding of a Veronese variety V(r − 1, ts ) defined over Fqs .

Remark 3.9. The matrix K is a submatrix of the matrix H.

Theorem 3.10. Let m = m = (qrs−1)
(qs−1) and suppose t < m− 1. Then, the code

C(s)r,t has length m and parameters [m,m−
(r−1+ t

s
t
s

)s
, t+ 2].

Proof. By construction
m = |PG (r − 1, qs)|.

By [17, Theorem 2], the subvariety under consideration spans a space of rank(r−1+ t
s

t
s

)s
; hence, the rank of K is

(r−1+ t
s

t
s

)s
; consequently, the dimension of the

code is m−
(r−1+ t

s
t
s

)s
. The variety under consideration is a linear subvariety of

Vr,t, that is a section of Vr,t with a suitable subspace. Therefore, by Corollary
2.2, any t + 1 of its columns are linearly independent — this shows that the
minimum distance of the code is always at least t+ 2. On the other hand, since
PG (r − 1, qs) contains the points of a subline PG (1, q), there are also examples
of t + 2 columns which are linearly dependent; thus the minimum distance is
exactly t+ 2.

Remark 3.11. Both the codes Cr,s and C(s)r,t correspond to a Fq–representation
of PG (r − 1, qs); as such they have the same length. They clearly differ in
their minimum distance d, larger in the case of the latter code. Indeed, the
construction of Theorem 3.10 might be used to produce codes over Fq with
prescribed minimum distance and length. As a way to compare the two codes
more in detail, consider the function

η(C) = (d− 1)/(n− k).

By Singleton bound, 0 < η(C) ≤ 1 for any code, and η(C) = 1 if and only if the
code is maximum distance separable (MDS). Thus, η provides an insight on the
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cost in redundancy per error (either detected or corrected). Under this criterion,

in general, the codes Cr,s perform much better than C(s)r,t . For example, consider

the case r = 3, s = 3 and t = 6. Then, η(C3,3) = 0.14, while η(C(3)3,6) = 0.032. For
reference, observe that η(C3,6) = 0.10.

An automorphism of a linear code C is a isometric linear transformation of
C — in other words, a linear transformation of C preserving the weight of every
word. The set of all the automorphisms of a code is a group, denoted as Aut C.
We shall now focus on automorphisms of a restricted form.

Definition 3.12. An automorphism θ of C is called monomial if it is induced by
a matrix which has exactly one non-zero entry in each row and in each column.

It is straightforward to see that any monomial transformation C → C is
weight preserving and, thus, an automorphism; clearly, there might also be
automorphisms which are not monomial.

Theorem 3.13. Any collineation γ ∈ PΓL (r, qt) lifts to a monomial automorph-
ism of Cr,t. In particular, there is a group G ' PΓL (r, qt) such that

G ≤ Aut Cr,t.

Proof. Let H0, H1, . . . ,Hn−1 be the columns of H, the parity check matrix
of Cr,t, and suppose γ ∈ PΓL (r, qt). Take w = (w0, . . . , wn−1) ∈ C. As γ
acts on the points of the variety Vr,t as a permutation group, there exists a
permutation γ̃ of I = {0, . . . , n− 1} and elements [γ, i] ∈ Fq with i ∈ I such that
γ(Hi) = [γ, i]Hγ̃(i) as vectors; hence

Hi = [γ, γ̃−1(i)]−1Hγ̃−1(i).

In particular,

0 =
∑
i

Hiwi =
∑
i

[γ, γ̃−1(i)]−1Hγ̃−1(i)wi =
∑
j

Hj [γ, j]
−1wγ̃(j).

Thus, γ induces a monomial transformation γ̂ : C → C.

We now focus our attention on the special case of cyclic automorphisms and
constacyclic codes.

Definition 3.14. A q–ary code C is constacyclic if there exists β ∈ Fq such that
for any w = (w0 w1 . . . wn) ∈ C,

wρ := (βwn w0 . . . wn−1) ∈ C.

Constacyclic codes have been introduced in [3] as a generalisation of cyclic
codes; for some of their properties see, for instance, [18]. In [2] it is shown that
the codes C2,3 are constacyclic. Here, we extend the result to all Cr,t.

Observe first that whenever there is a cyclic group acting regularly on the
columns of the parity check matrix of a code, then the code is cyclic.
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Corollary 3.15. Let C be a code of length ` with parity-check matrix H. Suppose
that there is a cyclic group acting regularly on the columns of H. Then, C is
cyclic.

Proof. Let γ be the generator of the group. Under the assumptions, [γ, j] = 1
for any j. The result follows.

Let now ω be a generator for a Singer cycle of PG (r − 1, qt) and order the
columns H0, H1, . . . ,Hn of the parity check matrix H so that

Hi+1 = ω(Hi), i = 0, . . . , n− 1.

By construction, [ω, i] = 1 for i < n, while, in general, ω(Hn) = [ω, n]H0 with
[ω, n] 6= 1. Thus, we have the following theorem.

Theorem 3.16. The codes Cr,t are all constacyclic.

Remark 3.17. The automorphism group G = PGL (r, qs) of the subgeometry
PG (r− 1, qs) acts as a permutation group on V(r − 1, ts ); furthermore it induces
a linear collineation group of the ambient space; see [5, Theorem 2.10]. Thus, the
arguments leading to Theorems 3.13 and 3.16 apply in an almost identical way to

the codes C(s)r,t . In particular, all of the codes C(s)r,t are equivalent to constacyclic
codes and they admit a monomial automorphism group isomorphic to G.

As observed above, Cr,t is not, in general, cyclic; see also [2]. None the less,
we can always determine a smaller code which is cyclic and still related with
our geometries. To this purpose, we shall make use of the affine Singer cyclic
group S of PG (r − 1, qt); see [4, 20]. This is a linear collineation group which
has exactly 3 orbits in PG (r − 1, qt): an hyperplane Σ, a single point O with
O 6∈ Σ and the points of AG(r− 1, qt) = PG (r− 1, qt) \Σ different from O. The
action on the latter orbit is regular. These groups turn out to be quite useful in
a coding theory setting; see, for instance, [7].

We recall that puncturing a code C means deriving a new code C∗ from C
by deleting some of its coordinates; in general, this procedure decreases the
minimum distance; see [15, page 28].

Let ξi : xi = 0 be a coordinate hyperplane in PG (r − 1, qt); with this choice,
the image under α of ξi is the full intersection of Vr,t with a suitable hyperplane
Ξi of PG (rt − 1, q).

Definition 3.18. Take O ∈ PG (r − 1, qt) and suppose O 6∈ ξi. Write C̃Or,t,i for
the code obtained by puncturing Cr,t in the positions corresponding to Oα and
Ξi.

The columns of C̃Or,t,i correspond to points in an affine geometry AG (rt −
1, q) = PG (rt − 1, q) \ Ξi.

Theorem 3.19. The code C̃ = C̃Or,t,i is equivalent to a cyclic code.
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Proof. Clearly, the length of C̃ is m = qrt−t − 1. Write H̃ = (H̃1, . . . , H̃`) for its

parity-check matrix. Recall that the columns of H̃ correspond to the points of
an affine geometry A = AG (r − 1, qt) with a point removed. By construction,
the image of A under α is contained in an affine subspace AG (rt − 1, q) =
PG (rt − 1, q) \ Ξi. In particular, the affine cyclic Singer group with generator θ

lifts to an affine group of AG (rt−1, q) which acts cyclically on the columns of H̃.

We can assume, up to code equivalence, θ(H̃i) = Hi+1 for i < ` and θ(H̃`) = H0.

By Corollary 3.15, C̃ is cyclic.

The matrix H̃ contains the coordinates of affine points such that any (t +

1) of them are in general position. This is to say that any t columns of H̃
are independent; thus the minimum distance of the new code is t + 1. It is
straightforward to see that C̃ it admits a group of automorphisms isomorphic to
ΓL (r − 1, qt).

As a special case, remark that as PGL (2, qt) acts 3-transitively on PG (1, qt),

the code C̃2,t for r = 2 is the code C2,t punctured in any two of its positions.
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