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Abstract

In [6] we introduced line Hermitian Grassmann codes and determined
their parameters. The aim of this paper is to present (in the spirit of [4])
an algorithm for the point enumerator of a line Hermitian Grassmannian
which can be usefully applied to get efficient encoders, decoders and error
correction algorithms for the aforementioned codes.
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1 Introduction
Let V be a vector space of dimension K over a (finite) field K and suppose
Ω to be a projective system of PG(V ) of order N , that is a set of N distinct
points of PG(V ) such that dim〈Ω〉 = dim(V ). An enumerator for Ω is a bijection
ι : {0, 1, . . . , N − 1} → Ω which can be easily computed and inverted.

Enumerators are interesting because of their relevance to applications, as they
provide an efficient way to represent and access the elements of a (ordered) list,
without requiring a large amount of storage.

For example, when Ω is the pointset of a Grassmann variety, a (point) enumera-
tor efficiently constructs a subspace for any integer in the domain. This plays a key
role in the implementation of Grassmann codes, since it is possible to determine
the components of the codewords without having to explicitly construct their full
generator matrix, a process which would be very expensive both computationally
and in terms of storage.

In the present paper we shall be concerned with point enumerators of line
Hermitian Grassmannians. In this way, we continue a project started in [4] where
we introduced point enumerators for line polar Grassmannians of orthogonal [7, 5]
and symplectic type [3].
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Before stating our main results, we shall recall the definition of Hermitian
Grassmannians and set the notation in Section 1.1; next, in Section 1.2, we shall
provide some basics about polar Grassmann codes. The organization of the paper
and the main results are outlined in Section 1.3.

1.1 Hermitian Grassmannians and their embeddings
Assume K = Fq2 to be a finite field of order q2 and let V := V (m,K) be a
m-dimensional vector space over K and k ∈ {1, . . . ,m − 1}. Let Gm,k be the
k-Grassmannian of the projective space PG(V ), that is the point–line geometry
whose points are the k-dimensional subspaces of V and whose lines are the sets

`W,T := {X : W ≤ X ≤ T, dimX = k}

with dimW = k − 1 and dimT = k + 1.
Let ek : Gm,k → PG(

∧k V ) be the Plücker (or Grassmann) embedding of Gm,k,
which maps any arbitrary k–dimensional subspace X = 〈v1, v2, . . . , vk〉 of V to the
point ek(X) := [v1∧ v2∧ · · ·∧ vk] of PG(

∧k V ). Note that lines of Gm,k are mapped
onto (projective) lines of PG(

∧k V ). The dimension dim(ek) of the embedding ek
is defined as the vector dimension of the subspace spanned by its image. It is well
known that dim(ek) =

(
m
k

)
.

The image ek(Gm,k) of the Plücker embedding is a projective variety of PG(
∧k V ),

called Grassmann variety and denoted by G(m, k).
Suppose now that V is equipped with a non-degenerate Hermitian form η of

Witt index n (hence either m = 2n+ 1 or m = 2n).
The Hermitian k-Grassmannian induced by η is defined for k = 1, . . . , n as the

geometry having as points the totally η–isotropic subspaces of V of dimension k
and as lines

• for k < n, the sets of the form

`W,T := {X : W ≤ X ≤ T, dimX = k}

with T totally η–isotropic and dimW = k − 1, dimT = k + 1.

• for k = n, the sets of the form

`W := {X : W ≤ X, dimX = n,X totally η–isotropic}

with dimW = n− 1.

We will denote a Hermitian k-Grassmannian either by the symbol Hn,k when we
do not want to mention the parity of m or by the symbols Heven

n,k (for m = 2n)
respectively Hodd

n,k (for m = 2n+ 1) when the parity of m plays a significant role.
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Clearly, for k = 1, . . . , n, the point-set of Hn,k is always a subset of that of
Gm,k. If k = 1, Hn,1 (also denoted Hn or Hm) stands for a Hermitian polar space
of rank n and if k = n, Hn,n is usually called Hermitian dual polar space of rank
n. Let εn,k := ek|Hn,k

be the restriction of the Plücker embedding ek of Gm,k to
the Hermitian k-Grassmannian Hn,k. The map εn,k is an embedding of Hn,k called
Plücker (or Grassmann) embedding of Hn,k in PG(

∧k V ); its dimension has been
proved to be dim(εn,k) =

(dim(V )
k

)
for dim(V ) even and k arbitrary by Blok and

Cooperstein [1] and for dim(V ) arbitrary and k = 2 by Cardinali and Pasini [8].
Consider now the following projective system of PG(

∧k V ):

Hn,k := εn,k(Hn,k) = {εn,k(X) : X point of Hn,k} ⊂ PG(
k∧
V ). (1)

Note that if k = 2 and n > 2 then εn,2 maps lines of Hn,2 onto projective lines of
PG(

∧2 V ), independently of the parity of dim(V ), i.e. the embedding is projective.
Otherwise, if n = k = 2 and m = dim(V ) = 5 then the lines of Hodd

2,2 are mapped
onto Hermitian curves, while if m = dim(V ) = 4 then lines of Heven

2,2 are mapped
onto Baer sublines of PG(

∧2 V ). In the latter case Heven
2,2
∼= Q−(5, q) is contained

in a proper subgeometry, defined over the subfield Fq, of PG(
∧2 V ).

1.2 Line Hermitian Grassmann codes
Given a projective system Ω of PG(V ) of order N , where dim(V ) = K, we can
construct a [N,K]-linear code C(Ω) associated to Ω as a code whose generator
matrix is the K ×N -matrix whose columns are vector representatives of the points
of Ω; see [18]. There is a well-known relationship between the maximum number of
points of Ω lying in a hyperplane of PG(V ) and the minimum Hamming distance
dmin of C(Ω), namely

dmin = N − max
Π≤PG(V )
codim(Π)=1

|Π ∩ Ω| .

The case in which Ω is the point-set of a Grassmann variety G(m, k) has been
extensively studied; see e.g. [15, 16, 17, 14, 11, 10, 12]. In this case the associated
codes C(Ω) are called Grassman codes.

In a series of papers we have investigated codes arising when Ω is a proper
subvariety of G(m, k), namely when Ω is the image under the Plücker embedding
of a polar line Grassmannian; see [2, 7, 5] for the orthogonal case and [3] for the
symplectic case. Following the same approach as of [2], we defined in [6] Hermitian
Grassmann codes as those projective codes arising from the Plücker embedding of
a Hermitian Grassmannian (see Equation (1)) and we determined their minimum
distance, also characterizing the words of minimum weight.
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In particular, for line Hermitian Grassmann codes, i.e. taking k = 2, we proved
in [6] the following.

Theorem 1. A line Hermitian Grassmann code defined by a non–degenerate
Hermitian form on a vector space V (m, q2) is a [N,K, dmin]-linear code where

N =
(qm + (−1)m−1)(qm−1 − (−1)m−1)(qm−2 + (−1)m−3)(qm−3 − (−1)m−3)

(q2 − 1)2(q2 + 1)
;

K =

(
m

2

)
;

dmin =


q4m−12 − q2m−6 if m = 4, 6 .
q4m−12 if m ≥ 8 is even.
q4m−12 − q3m−9 if m is odd.

1.3 Organization of the paper and Main Results
In Section 2 we recall the notion of prefix enumeration and provide counting algo-
rithms for the points of Hn,2. In Sections 3 and 4 we compute the number of totally
η-singular lines of V spanned by vectors with a prescribed prefix. The complexity
of the prefix enumerators is discussed in Section 5, where we prove our main result.

Main Theorem

(i) The computational complexity for the number of points of a line Hermitian
Grassmannian of V (m, q2), whose representation begins with a prescribed
prefix, is O(m2).

(ii) The computational complexity for a point enumerator of a line Hermitian
Grassmannian of V (m, q2) is O(q4m3).

Section 6 is dedicated to applications of the scheme introduced in Sections 3 and
4 to line Hermitian Grassmann codes. We also propose some encoding/decoding and
error correction strategies which act locally on the components of the codewords.

2 Preliminaries

2.1 Point enumerator: notation and basics
Let A be an alphabet equipped with a total order relation ≺ and let O ⊆ Am be a
set of m-uples with entries in A. For any ω ∈ O and t ≤ m a non-negative integer,
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we define the prefix of length t or t-prefix of ω as the t-uple of the first t-entries of
ω. If α = (α1, . . . , αt) ∈ At and β = (β1, . . . , βs) ∈ As, we shall write α|β to refer
to the (t+ s)-uple (α, β) = (α1, . . . , αt, β1, . . . , βs) ∈ At+s and say that α|β is the
concatenation of α and β. If t = 0 then α = ∅ and we let ∅|β = β. Accordingly, α
is the t-prefix of α|β.

Given α = (αi)
t
i=1 ∈ At, 1 ≤ t ≤ m, define Oα as the set all the concatenations

α|β ∈ O where β varies in Am−t, i.e.

Oα := {α|β ∈ O : β ∈ Am−t} = {ω ∈ O : ωi = αi,∀i = 1, . . . , t}.

Put also
O∅ := O and A0 = ∅.

Suppose the following function is given

ψ :


⋃m

t=0A
t → {0, . . . , |O|}

α→ |Oα|
(2)

Clearly ψ(α) = 0 if and only if there is no word in O with prefix α and ψ(α) = |O|
if and only if all words in O have α as prefix.

For any ω ∈ O and i ≤ m write ω≤i := (ω1, . . . , ωi) for the i-prefix of ω and let
I = {0, 1, . . . , |O| − 1}. Note that ω≤0 = ∅ and, for x ∈ A, ψ(ω≤0|x) = ψ(x).

The function ι defined by

ι :


O → I

ι(ω) :=
m∑
j=1

∑
x∈A;
x≺ωj .

ψ(ω≤j−1|x). (3)

is an enumerator for the set O and given any two elements ω, ω′ ∈ O we have
ι(ω) < ι(ω′) if and only if ω precedes ω′ in the lexicographic ordering of Am induced
by ≺. See [9] where such a function was first introduced and also [5] for the details
of its injectivity. The inverse of the function ι can be computed as described in
Table 1; see [5, Theorem 3.1] for the details of the proof.

2.2 Notation
In this section we shall apply to the case of line Hermitian Grassmannians, what we
introduced in general in Section 2.1. Before defining the analogue of the function
ψ (see Equation (2)) we need to recall a few more notions and explain what we
mean by representation of a given line.
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Table 1: Inverse of ι
Require: i ∈ I
i1 ← 1
ω ← []
for k = 1, . . . ,m do

M ← {y ∈ A : ψ(ω≤k−1|y) > 0 and
∑

x≺y ψ(ω≤k−1|x) ≤ ik}
ω ← ω|(maxM)
ik+1 ← ik −

∑
x≺ωk

ψ(ω≤k−1|x);
end for
return ω

Let V = V (m, q2) be a vector space of dimension m over Fq2 and let B be a
given basis of V . We will always write the coordinates of vectors with respect to B.

Up to projectivities, there is exactly one class of non-degenerate Hermitian
forms on V. So, without loss of generality, we can take for m odd the form η to be

ηm(X,Y ) := xq1y1 + xq2y3 + xq3y2 + · · ·+ xqm−1ym + xqmym−1 (4)

where X = (xi)
m
i=1, and Y = (yi)

m
i=1. Accordingly, the points X of the Hermitian

polar space Hm defined by ηm satisfy the following equation

xq+1
1 + Tr(

(m−1)/2∑
i=1

xq2ix2i+1) = 0,

where Tr(x) := x+ xq is the trace function from Fq2 to Fq.
For m even, we will regard as the vector space Vm as the m-dimensional vector

subspace of Vm+1 := V (m + 1, q2) of equation x1 = 0 and the Hermitian form
defined on Vm will be the restriction of the form ηm+1 defined above for the case
of odd dimension to Vm × Vm, i.e. ηm(X,Y ) := ηm+1|Vm×Vm(X,Y ). Accordingly,
if m is even, the polar space Hm has as points and lines, the points and lines
of Hm+1 which are fully contained in the hyperplane of equation x1 = 0. Hence,
Heven

n = Hodd
n ∩ Vm.

We shall denote by µm, respectively Nm, the number of points, respectively the
number of lines, of Hm ⊆ PG(m− 1, q2) (independently from the parity of m). It
is well known that

µm :=
(qm + (−1)m−1)(qm−1 − (−1)m−1)

(q2 − 1)
and Nm :=

µmµm−2

q2 + 1
. (5)

Recall that a (2× t)-matrix G is said to be in Hermite normal form or in row
reduced echelon form (RREF, in brief) if it is in row-echelon form, the leading
non-zero entry of each row is 1 and all entries above a leading entry are 0.
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The points of Hm will be represented as vectors normalized on the left, i.e.
whose first non-zero entry is 1. For them the alphabet consists of the elements of Fq2

where ≺ is an arbitrary total order relation defined on it satisfying the condition:
∀y ∈ Fq2 \ {0} : 0 ≺ y.

The elements of a line Hermitian Grassmannian, i.e. the points of Hn,2, are
the totally singular lines ` ⊆ PG(m − 1, q2) and each of them admits a unique
representation in row-reduced echelon form (RREF), i.e. for each line ` of PG(V )
regarded as a point of Hn,2, there are two uniquely determined vectors X,Y ∈ Fm

q2

such that ` = 〈X,Y 〉 and G` :=

(
X
Y

)
is a 2×m-matrix in RREF. We call G` the

representation of `.
With a slight abuse of notation we shall say that a point (resp. a line) has prefix

α if its representation with respect to the basis B has prefix α. Clearly, when m is
even we can identify the points of the polar space Hm with those of Hm+1 having

prefix 0, while the lines of Hm correspond to the lines of Hm+1 with prefix
(
0
0

)
.

Recall that, in the case of lines, the alphabet A consists of all column vectors

in F2
q2 of the form

(
α
β

)
with α, β ∈ Fq2 . With a slight abuse of notation, we shall

denote the order induced lexicographically on F2
q2 by ≺ with the same symbol ≺,

so that (
α
β

)
≺

(
γ
δ

)
⇔ (α ≺ γ) or ((α = γ) and β ≺ δ).

Under the assumptions we made above, since Heven
n = Hodd

n ∩ Vm, for all points
p ∈ Heven

n and p′ ∈ Hodd
n \ Heven

n we have ι(p) < ι(p′). Likewise, for any two lines
` ∈ Heven

n,2 and `′ ∈ Hodd
n,2 \ Heven

n,2 (where ` = `′ ∩ Vm) we also have ι(`) < ι(`′). This
implies that, we can define point and line enumerators for the polar spaces Heven

n

as the restriction of the corresponding point and line enumerators for the polar
spaces Hodd

n . So, in the remaining part of the paper, we shall only explicitly deal
with enumerators for Hodd

n , i.e. assume m to be odd.

3 Point enumerators
For any t-uple Dt = (di)

t
i=1, t ≤ m, denote by θ(Dt) the number of points of Hm

having Dt as prefix, i.e.

θ(Dt) := |{[Dt|Xm−t] : [Dt|Xm−t] is a point of Hm}|.

In this section we will explain how to explicitly compute the point counting function
θ.

We suppose m is odd.
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• if Dt is not normalized on the left, then return 0;

• if t is odd, there are two possible subcases:

1. Dt = 0 . Then the number of points whose representation begins with
Dt is exactly the same as the number of points of a Hermitian variety
Hm−t; so return

θ(Dt) = µm−t .

2. Dt 6= 0 . Let s = (q2 − 1)µm−t + 1 be the number of vectors contained
in a non-degenerate Hermitian variety in PG(Vm−t) and
(a) if ηt(Dt, Dt) = 0, then return s;
(b) if ηt(Dt, Dt) 6= 0, then let X ∈ V (m−t, q2) such that ηm−t(X,X) 6=

0. Then there are q + 1 values of λ such that ηm−t(λX, λX) =

−ηt(Dt, Dt) since the equation λq+1 = −ηt(Dt,Dt)
ηm−t(X,X)

has exactly q +

1 solutions. In other words, for each point X not in Hm−t (by
convention the points ofHm−t are represented by vectors normalized
on the left) there are q+1 vectors Y ∈ V (m− t, q2) such that Dt|Y
is a point of Hm.So, return (q2(m−t) − s)/(q − 1).

In summary,

θ(Dt) =

{
s if ηt(Dt, Dt) = 0

(q2(m−t) − s)/(q − 1) if ηt(Dt, Dt) 6= 0
.

• if t is even, there are three possible subcases:

1. Dt = 0 . In this case we just return the number of points whose t+ 1
entry is 0 plus the number of points whose t+ 1 entry is 1 and use the
arguments of the previous cases; so

θ(Dt) = θ(Dt|0) + θ(Dt|1) .

2. Dt 6= 0 and dt = 0 . In this case we need to compute the number of
vectors whose representation begins with Dt; observe that this number
does not depend on the value of the entry in position t + 1, since we
have

dq+1
1 + Tr(dq2d3 + · · ·+ 0qxt+1 + · · · ) = 0

so, this is q2 times the number of points with odd prefix Dt|0. So,

θ(Dt) = q2θ(Dt|0) .
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3. Dt 6= 0 and dt 6= 0 . In this case we have to count the number of vector
solutions of

dq+1
1 +Tr(dq2d3+· · · d

q
t−2dt−1)+Tr(dqtxt+1)+Tr(xqt+2xt+3+· · ·+xqm−1xm) = 0.

For any choice of xt+2, . . . , xm there are q possibilities for xt+1 such that

Tr(dqtxt+1) = −dq+1
1 −Tr(dq2d3+· · · d

q
t−2dt−1)−Tr(xqt+2xt+3+· · ·+xqm−1xm).

So, in this case, we return

θ(Dt) = q · q2(m−t−1) .

It is straightforward to see that to compute the function θ(Dt) where Dt is a
prefix of length t ≤ m requires at worst to evaluate ηt(Dt, Dt), that is to perform t
products and t conjugations. So,

Lemma 2. The computational complexity of the function θ is O(t) ≤ O(m).

4 Line Enumerators
Let ` be a line of Hm with prefix Dt of length t (≤ m). More explicitly, put

Dt :=

(
At

Bt

)
where At := (ai)

t
i=1, Bt := (bi)

t
i=1, and define Â := (At, xt+1, . . . , xm)

and B̂ := (Bt, yt+1, . . . , ym) so that ` = 〈Â, B̂〉. Suppose Dt is in RREF form and
denote by ψ(Dt) the number of lines in Hm whose representation in RREF begins
with Dt. Define ψE(Dt) and ψO(Dt) as follows:

ψ(Dt) =:

{
ψE(Dt) if t is even
ψO(Dt) if t is odd.

In this section we will compute ψ(Dt) with some recursive formulas. To this aim,
we need to determine the number of solutions of the following system of equations:

ηm(Â, Â) = 0

ηm(B̂, B̂) = 0

ηm(Â, B̂) = 0

. (6)

We shall distinguish two cases, depending on the parity of t.
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4.1 Even prefix t

It t = 0 then ψ(D0) = ψE(∅) is clearly the number of lines of Hm.If t > 0 system (6)
can be written as

aq+1
1 + Tr(aq2a3 + · · ·+ aqt−2at−1) + Tr(aqtxt+1)+

+Tr(xqt+2xt+3 + · · ·+ xqm−1xm) = 0

bq+1
1 + Tr(bq2b3 + · · ·+ bqt−2bt−1) + Tr(bqtyt+1)+

+Tr(yqt+2yt+3 + · · ·+ yqm−1ym) = 0

aq1b1 + aq2b3 + aq3b2 + · · ·+ aqt−2bt−1 + aqt−1bt−2 + aqtyt+1 + xqt+1bt+

xqt+2yt+3 + xqt+3yt+2 + · · ·+ xqm−1ym + xqmym−1 = 0

(7)

or, equivalently, as


ηm(At|0m−t, At|0m−t) + Tr(aqtxt+1) + Tr(xqt+2xt+3 + · · ·+ xqm−1xm) = 0

ηm(Bt|0m−t, Bt|0m−t) + Tr(bqtyt+1) + Tr(yqt+2yt+3 + · · ·+ yqm−1ym) = 0

ηm(At|0m−t, Bt|0m−t) + aqtyt+1 + xqt+1bt + xqt+2yt+3 + xqt+3yt+2+

+ · · ·+ xqm−1ym + xqmym−1 = 0.

(8)

We can always suppose that either at = 0 or bt = 0; otherwise, if for example

bt 6= 0, replace Dt by the prefix
(
At − at

bt
Bt

Bt

)
in (8). The following cases need to

be considered.

(E1) t = 0 . All lines in Hm have prefix ∅; thus,

ψE(∅) = Nm .

(E2) At = 0 = Bt . The lines with prefix Dt correspond to the lines contained in
the degenerate Hermitian variety embedded in a vector space of dimension
m− t satisfying the following equations

(xqtxt+1 + xqt+1xt + xqt+2xt+3 + xqt+3xt+2 + · · ·+ xqm−1xm = 0) ∧ (xt = 0).

Hence
ψE(Dt) := µm−t−1 + q4Nm−t−1 .

(E3) at 6= 0 and Bt = 0 . For any choice ofXm−t such that ηm(At|Xm−t, At|Xm−t) =

0, there are µm−t−1 points Ym−t such that 〈At|Xm−t, 0t|Ym−t〉 is a line of Hm.
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Since
(
At Xm−t

0t Ym−t

)
and

(
At Xm−t − αYm−t

0t Ym−t

)
represent the same line for all

α ∈ Fq2 , any line is represented q2 distinct times. So, we get

ψE(Dt) =
1

q2
µm−t−1θ(At).

Using the value provided by point 3 of case even in Section 3 for θ(At), this
gives

ψE(Dt) := q2m−2t−3µm−t−1 .

(E4) at = 0 and bt 6= 0 . For any fixed vector Y = (Bt|yt+1|Y ′) with prefix Bt such
that ηm(Bt|yt+1|Y ′, Bt|yt+1|Y ′) = 0 and any choice of X ′ = (xt+2, . . . , xm)
such that the vector (At|0|X ′) satisfies ηm(At|0|X ′, At|0|X ′) = 0, the third
equation of System (8) uniquely determines xt+1. Hence for any value of
(xt+2, · · · , xm) and (yt+1, · · · , ym) satisfying the first and the second equation
of System (8), the third equation provides only one solution of xt+1; so the
number of solutions of the system can be computed by only considering
the first two equations. The number of solutions of the second equation is
θ(Bt), where we recall from Section 3 that θ(Bt) is the number of points
of Hm having Bt as prefix. As for the first equation, since at = 0, we have
θ(At|0) = θ(At|α) for any α ∈ Fq2 . Hence, the number of solutions of the
first equation is θ(At|0). Since

θ(At) =
∑
α∈Fq2

θ(At|α) =
∑
α∈Fq2

θ(At|0) = q2θ(At|0),

we have θ(At|0) = 1
q2
θ(At). It follows that ψE(Dt) = θ(At|0)θ(Bt); hence

ψE(Dt) :=
1

q2
θ(At)θ(Bt) .

(E5) at 6= 0 and Bt 6= 0 . Since at 6= 0 we necessarily have bt = 0. This case is
analogous to the previous one so

ψE(Dt) =
1

q2
θ(At)θ(Bt) .

(E6) at = bt = 0 and At 6= 0 6= Bt . By System (7), the set of lines of Hm with

(even) prefix Dt =

(
At

Bt

)
is the same as the disjoint union of the sets of lines
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with (odd) prefix D′
t+1 =

(
At|α
Bt|β

)
as α and β vary in Fq2 . Hence

ψE(Dt) =
∑

α,β∈Fq2

ψO

((
At|α
Bt|β

))
.

Observe that
ψO

((
At|α
Bt|β

))
= ψO

((
At|0
Bt|0

))
for any α, β ∈ Fq2 . So,

ψE(Dt) := q4ψO

((
At|0
Bt|0

))
.

The function ψO shall be analyzed in the next section.

(E7) at = bt = 0 and At 6= 0 = Bt . In this case ηt+1(At|α,At|α) = ηt+1(At|0, At|0)
and ηt+1(At|α,0|0) = 0 for all α ∈ Fq2 . So, in particular,

ψO

((
At|α
0 |0

))
= ψO

((
At|0
0 |0

))
for any α ∈ Fq2 . Thus

ψE(Dt) :=
∑
α∈Fq2

ψO

((
At|α
0 |0

))
+ ψO

((
At|0
0 |1

))
=

= q2ψO

((
At|0
0 |0

))
+ ψO

((
At|0
0 |1

))
.

4.2 Odd prefix t

In this section we shall examine the case in which t is odd. System (6) can be
written as

aq+1
1 + Tr(aq2a3 + · · ·+ aqt−1at) + Tr(xqt+1xt+2 + · · ·+ xqm−1xm) = 0

bq+1
1 + Tr(bq2b3 + · · ·+ bqt−1bt) + Tr(yqt+1yt+2 + · · ·+ yqm−1ym) = 0

aq1b1 + aq2b3 + aq3b2 + · · ·+ aqt−1bt + aqt bt−1+

+xqt+1yt+2 + xqt+2yt+1 + · · ·+ xqm−1ym + xqmym−1 = 0

(9)
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or, equivalently, as
ηt(At, At) + Tr(xqt+1xt+2 + · · ·+ xqm−1xm) = 0

ηt(Bt, Bt) + Tr(yqt+1yt+2 + · · ·+ yqm−1ym) = 0

ηt(At, Bt) + xqt+1yt+2 + xqt+2yt+1 + · · ·+ xqm−1ym + xqmym−1 = 0.

(10)

The following cases need to be considered.

(O1) t = m Then either Dm =

(
Am

Bm

)
represents a line ` = 〈Am, Bm〉 of Hm or

not; so we have

ψO(Dm) :=

{
1 if ηm(Am, Bm) = ηm(Am, Am) = ηm(Bm, Bm) = 0

0 otherwise
.

(O2) At = 0 = Bt . The lines with prefix Dt correspond to the lines contained in
a non-degenerate Hermitian variety embedded in a vector space of dimension
m− t satisfying the following equation

xqt+1xt+2 + xqt+2xt+1 + · · ·+ xqm−1xm = 0.

Hence
ψO(Dt) := Nm−t .

(O3) At 6= 0 and Bt = 0 Then

ψO(Dt) :=
∑
α 6=0

ψE

((
At|α
0 |0

))
+ ψE

((
At|0
0 |1

))
+

+
∑
α

ψO

((
At|0|α
Bt|0|0

))
+ ψO

((
At|0|0
Bt|0|1

))
.

(a) Observe that

ψE

((
At|α
0 |0

))
= ψE

((
At|1
0 |0

))
for any α 6= 0; so, the first contribution is∑

α 6=0

ψE

((
At|α
0 |0

))
= (q2 − 1)ψE

((
At|1
0 |0

))

13



(b) Also

ψO

((
At|0|α
0 |0|0

))
= ψO

((
At|0|0
0 |0|0

))
for any α; so the third contribution is∑

α

ψO

((
At|0|α
Bt|0|0

))
= q2ψO

((
At|0|0
0 |0|0

))
.

It follows that

ψO(Dt) := (q2 − 1)ψE

((
At|1
0 |0

))
+ ψE

((
At|0
0 |1

))
+

+q2ψO

((
At|0|0
0 |0|0

))
+ ψO

((
At|0|0
Bt|0|1

))
.

(O4) Bt 6= 0 Then

ψO(Dt) :=
∑

α 6=06=β

ψE

((
At|α
Bt|β

))
+
∑
α 6=0

ψE

((
At|α
Bt|0

))
+

+
∑
β 6=0

ψE

((
At|0
Bt|β

))
+ ψE

((
At|0
Bt|0

))
.

In order to determine the various contributions, for At, Bt ∈ V (t, q2), define

ζ(At, Bt) :=
∑

α 6=06=β

ψE

((
At|α
Bt|β

))
.

Lemma 3.

ζ(At, Bt) = (q2 − 1)θ(Bt|1)[ξ(At, Bt)s+ (q2 − 1− ξ(At, Bt))
q2m−2t−4 − s

q − 1
]

where ξ(At, Bt) is the number of values λ ∈ Fq2 with λ 6= 0 such that

ηm(At − λBt|0m−t, At − λBt|0m−t) = 0

and s = (q2 − 1)µm−t−2 + 1.

Proof. Since

ψE

((
At|α
Bt|β

))
= ψE

((
At − λα,βBt|α− λα,ββ

Bt | β

))
14



for any choice of scalars λα,β ∈ Fq2 ,

ζ(At, Bt) :=
∑

α 6=06=β

ψE

((
At − λα,βBt|α− λα,ββ

Bt | β

))
.

Put λα,β := αβ−1. Then,

ζ(At, Bt) :=
∑

α 6=06=β

ψE

((
At − αβ−1Bt|0

Bt |β

))
.

Since α is an arbitrary non-zero element, for each value of β, λα,β := αβ−1

assumes all possible non-zero values — so, with a change of variable, we get

ζ(At, Bt) :=
∑

λ6=06=β

ψE

((
At − λBt|0

Bt |β

))
.

Finally, observe that for β 6= 0,

ψE

((
At − λBt|0

Bt |β

))
= ψE

((
At − λBt|0

Bt |1

))
.

Hence
ζ(At, Bt) := (q2 − 1)

∑
λ 6=0

ψE

((
At − λBt|0

Bt |1

))
.

Now, since the (t + 1)-entry in the second row is non-zero, by case (E4)
analyzed in Section 4.1,

ψE

((
At − λBt|0

Bt |1

))
=

1

q2
θ(At − λBt|0)θ(Bt|1)

and
ζ(At, Bt) =

q2 − 1

q2
θ(Bt|1)

∑
λ 6=0

θ(At − λBt|0).

On the other hand, by Section 3 case 2 of even prefix,

θ(At − λBt|0) = q2θ(At − λBt|0|0),

so,

1

q2
θ(At − λBt|0) =

s if ηt(At − λBt, At − λBt) = 0

(q2)(m−t−2) − s
q − 1

if ηt(At − λBt, At − λBt) 6= 0,

15



where s := (q2−1)µm−t−2+1. Since ξ(At, Bt) is the number of values λ ∈ Fq2

with λ 6= 0 and ηm(At − λBt|0m−t, At − λBt|0m−t) = 0, we have

ζ(At, Bt) = (q2 − 1)θ(Bt|1)(ξ(At, Bt)s+ (q2 − 1− ξ(At, Bt))
q2m−2t−4−s

q−1
) =

= (q2 − 1)q2m−2t−3(ξ(At, Bt)s+ (q2 − 1− ξ(At, Bt))
q2m−2t−4−s

q−1
).

We now compute ξ(At, Bt).

Lemma 4. We have

ξ(At, Bt) :=



q2 − 1 if ηt(At, At) = ηt(Bt, Bt) = ηt(At, Bt) = 0

q − 1 if ηt(At, At) = ηt(Bt, Bt) = 0 6= ηt(At, Bt)

0 if ηt(At, Bt) = 0 = ηt(At, At)ηt(Bt, Bt)

q + 1 if ηt(At, Bt) = 0, ηt(At, At)ηt(Bt, Bt) 6= 0

q if ηt(At, Bt) 6= 0, ηt(At, At)ηt(Bt, Bt) = 0

1 if Equation (11) satisfied
q + 1 otherwise

where for ηt(Bt, Bt) 6= 0, let

δ :=
ηt(At, Bt)

ηt(Bt, Bt)

q

and consider

δq+1ηt(Bt, Bt)− δηt(At, Bt)− δqηt(Bt, At) + ηt(At, At) = 0. (11)

Proof. The value ξ(At, Bt) is precisely the number of intersections different
from {At, Bt}, of the line `AB := 〈At, Bt〉 with a Hermitian variety Ht defined
by the form ηt. We distinguish several cases:

(a) ηt(At, At) = ηt(Bt, Bt) = 0. Then either the line `AB is totally isotropic,
i.e. ηt(At, Bt) = 0; hence there are q2 − 1 points on `AB different from
At and Bt and ξ(At, Bt) := q2 − 1 or the line `AB meets Ht in a Baer
subline, hence ξ(At, Bt) = q − 1.

(b) ηt(At, Bt) = 0 and (ηt(At, At) 6= 0 or ηt(Bt, Bt) 6= 0). Then
i. ηt(At, At) = 0 6= ηt(Bt, Bt), then the line `AB is tangent to Ht

in At but not totally isotropic; so it meets Ht only in At and,
consequently,

ξ(At, Bt) = 0;

the case ηt(At, At) 6= 0 = ηt(Bt, Bt) is entirely analogous;
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ii. ηt(At, At) 6= 0 6= ηt(Bt, Bt); then At, Bt 6∈ Ht and Bt is in the polar
hyperplane of At. In this case the line `AB meets Ht in a Baer
subline, hence there are (q + 1) points, all different from At and Bt,
so

ξ(At, Bt) = q + 1.

(c) ηt(At, Bt) 6= 0. Then
i. if ηt(At, At) = 0 or ηt(Bt, Bt) = 0, then the line `AB meets Ht in
q + 1 points, one of them being At (or Bt); so

ξ(At, Bt) = q.

ii. If ηt(At, At) 6= 0 6= ηt(Bt, Bt), then observe that since At, Bt 6∈ Ht

the line `AB is tangent to Ht if, and only if the equation

ηt(At − λBt, At − λBt) = 0 (12)

admits a solution with multiplicity q + 1 > 1. Expanding Equa-
tion (12), we have

λq+1ηt(Bt, Bt)− λqηt(Bt, At)− ληt(At, Bt) + ηt(At, At) = 0,

and its derivative in λ is

λqηt(Bt, Bt)− ηt(At, Bt) = 0. (13)

So, let

δ :=
ηt(At, Bt)

ηt(Bt, Bt)

q

.

We have that `AB is tangent to Ht if and only if (11) is satisfied.
This gives the last two possible values for ξ(At, Bt).

Corollary 5. The complexity of the function ζ(At, Bt) is O(t) ≤ O(m).

Proof. In order to determine ζ(At, Bt) we need to evaluate the point enumer-
ator θ(Bt|1), which has complexity O(m), and the function ξ(At, Bt). It is
straightforward to see from Lemma 4 that evaluating ξ(At, Bt) requires to
compute three sesquilinear products, each of them involving t products and t
conjugations. So the complexity of ξ(At, Bt) is also O(t) ≤ O(m).
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Observe that
ψE

((
At|α
Bt|0

))
= ψE

((
At|1
Bt|0

))
for any α 6= 0; so∑

α 6=0

ψE

((
At|α
Bt|0

))
= (q2 − 1)ψE

((
At|1
Bt|0

))
On the other hand,

ψE

((
At|0
Bt|β

))
= ψE

((
At|0
Bt|1

))
for any β 6= 0; so∑

β 6=0

ψE

((
At|0
Bt|β

))
= (q2 − 1)ψE

((
At|0
Bt|1

))
Finally,

ψE

((
At|0
Bt|0

))
=

∑
α,β

ψO

((
At|0|α
Bt|0|β

))
;

on the other hand

ψO

((
At|0|α
Bt|0|β

))
= ψO

((
At|0|0
Bt|0|0

))
,

so
ψE

((
At|0
Bt|0

))
= q4ψO

((
At|0|0
Bt|0|0

))
.

It follows that

ψO(Dt) := ζ(At, Bt) + (q2 − 1)

(
ψE

((
At|0
Bt|1

))
+ ψE

((
At|1
Bt|0

)))
+

q4ψO

((
At|0|0
Bt|0|0

))
.

5 Proof of the Main Theorem
We now estimate the complexity of the line enumerator given by the function
ι described by Equation (3) in Section 2.1 and complete the proof of our main
theorem. By definition, in order to evaluate ι(`) for a given line ` we need to
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compute the value of the function ψ defined in Section 4 for at most q4m different
inputs (recall that the alphabet A in this case is F2

q2). So we can state that the
complexity of ι is at most q4m times the complexity of ψ. We can now proceed to
analyze the function ψ step by step. We refer to the labels in Section 4.1 and 4.2,
as well as to Table 2 for the various cases.

• In case (E1), i.e. t = 0, as well as in cases (E2), (E3) and (O2), the number
ψ(Dt) depends only on the length t. So, the complexity is O(1).

• In case (O1), i.e. t = m, ψ(Dm) is either 1 or 0 according as Dm =

(
A
B

)
represents a totally isotropic line ` = 〈A,B〉 or not. To check whether this is
the case we need to evaluate ηm(A,A), ηm(B,B) and ηm(A,B). This requires
3m products as well as 3m conjugations; so the overall complexity of this
case is O(m).

• In cases (E4) and (E5) we need to evaluate the number of totally isotropic
points whose normalized coordinates begin with either A or B, i.e. the func-
tions θ(A) and θ(B). By Lemma 2, the complexity of θ is O(m); consequently
the complexity of this case is also O(m).

• The value of ψE(Dt) in cases (E6) and (E7) is a function of ψO(D′
t+1) where

D′
t+1 is as in cases (O3) or (O4). More in detail, the complexity of case (E6)

is the same as the complexity of case (O4), while the complexity of case (E7)
is the same as the sum of the complexities of cases (O3) and (O4).

• The computation of ψO(Dt) in both cases (O3) and (O4) requires to compute
the value of ψE(Dt+1) in cases of the form (E3), (E4) or (E5) and then
evaluate functions of the form ψO(Dt+2) with suitable prefixes of length t+2.
We have already seen that the complexity of cases (E3), (E4) or (E5) is at
most O(m).
If t+ 2 = m, then ψO(Dt+2) is of type (O1) and has also complexity O(m),
so, for t = m− 2 the overall complexity of both (O3) and (O4) is O(m).
Suppose now t = m−2i with 1 ≤ i ≤ bm/2c. The complexity of the function
ζ(At, Bt) occurring in case (O4) is O(m), see Corollary 5.
In any case, the complexity of ψO(Dm−2i) is the sum of O(m) and the
complexity of ψO(Dm−2i+2). In turn, the complexity of ψO(Dm−2i+2) is
O(m) plus the complexity of ψO(Dm−2i+4). After i steps, the complexity of
ψO(Dm−2i) is i times the complexity of ψO(Dm). Since i = O(m), we see
that the total complexity for cases (O3) and (O4) is at most O(m2).
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The above argument shows that the maximum complexity of the function ψ is
O(m2). So, the complexity of ι is O(q4m3).

6 Applications

6.1 Encoding and decoding
Assume m odd and let B := (e1, . . . , em) a basis of V (m, q2) such that the sesquilin-
ear form η has Equation (4). Our arguments apply also when m is even, and
V (m, q2) is the hyperplane of equation x1 = 0 embedded in V (m+ 1, q2). Let also
K =

(
m
2

)
and suppose w = (w1, . . . , wK) to be a message. Using the enumerator ι,

we define the i-th component ci of a codeword c = (c1, . . . , cN) representing w as

ci := ωw(Ai−1, Bi−1) := Ai−1WBT
i−1

where
(
Ai−1

Bi−1

)
= ι−1(i − 1) represents the i–th element ` = 〈Ai−1, Bi−1〉 of the

polar Grassmannian Hn,2 and W = W0−W T
0 is the antisymmetric matrix obtained

from

W0 =


0 w1 w2 . . . wm−1

0 wm . . . w2m−3

. . . ...
0 wK

0


representing the alternating bilinear form ωw induced by w with respect to the
basis B. Note that W is precisely the Gram matrix of the alternating bilinear form
ωw.

For 1 ≤ i < j ≤ m, denote by wij the entry in W0 in position (i, j). Then

wij := w (i−1)(2n−i)
2

+j−i
.

Denote by ϕ : FK
q2 → FN

q2 the function mapping a message w to the corresponding
codeword c.

Lemma 6. The function ϕ : FK
q2 → FN

q2 is linear.

Proof. Let w and w′ be two messages and c and c′ be the corresponding codewords.
Let also c′′ = αc + βc′ and w′′ = αw + βw′ for α, β ∈ Fq2 . Then

c′′i = αci + βc′i = αAi−1WBT
i−1 + βAi−1W

′BT
i−1 = Ai−1(αW + βW ′)BT

i−1,

so ϕ(αw + βw′) = αϕ(w) + βϕ(w′) and ϕ is linear.
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Table 2: Enumerator for Hermitian Line Grassmannians

Dt =

(
At

Bt

)
t Case ψ(S) Complexity

∅ t = 0 (E1) Nm O(1)

(
a1a2· · ·am
b1 b2 · · ·bm

)
t = m (O1)


1 if ηm(Am, Bm) = ηm(Am, Am)

= ηm(Bm, Bm) = 0

0 otherwise
O(m)

(
00· · ·00
00· · ·00

)
Even (E2) µm−t−1 + q4Nm−t−1 O(1)(

a1a2· · ·at−1at
0 0 · · · 0 0

)
at 6= 0

Even (E3) q2m−2t−3µm−t−1 O(1)(
a1a2· · ·at−1 0
b1 b2 · · ·bt−1bt

)
bt 6= 0

Even (E4) 1
q2
θ(At)θ(Bt) O(m)(

a1a2· · ·at−1at
b1 b2 · · ·bt−1 0

)
at 6= 0, Bt 6= 0

Even (E5) 1
q2
θ(At)θ(Bt) O(m)(

a1a2· · ·at−10
b1 b2 · · ·bt−10

)
At 6= 0 6= Bt

Even (E6) q4ψO

(
At|0
Bt|0

)
O(m2)(

a1a2· · ·at−10
0 0 · · · 0 0

)
At 6= 0

Even (E7) q4ψO

(
At|0
0 |0

)
+ ψO

(
At|0
0 |1

)
O(m2)(

00· · ·00
00· · ·00

)
Odd (O2) Nm−t O(1)(

a1a2· · ·at
0 0 · · · 0

)
At 6= 0

Odd (O3)
(q2 − 1)ψE

(
At|1
0 |0

)
+ ψE

(
At|0
0 |1

)
+

q2ψO

(
At|0|0
0 |0|0

)
+ ψO

(
At|0|0
0 |0|1

) O(m2)

(
a1a2· · ·at
b1 b2 · · ·bt

)
At 6= 0 6= Bt

Odd (O4)
ζ(At, Bt) + (q2 − 1)

(
ψE

(
At|1
Bt|0

)
+

ψE

(
At|0
Bt|1

))
+ q4ψO

(
At|0|0
Bt|0|0

) O(m2)

The function ζ(At, Bt) is computed in Lemma 3 and Lemma 4.
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Given a codeword c = (ci)
N
i=1 we now show how to uniquely extract the entries

wij with i < j of W0 from c with constant complexity O(1); clearly, this is equivalent
to determine the message w = (wi)

K
i=1.

Theorem 7. Suppose m to be odd. Let c be a codeword and W = (wij)1≤i,j≤2n+1

be the antisymmetric matrix associated with the message w mapped to c using
the function ϕ. Suppose that the pair (i, j) with 1 ≤ i < j ≤ m is in one of the
following types:

Type I: (i ≥ 2 even and j ≥ i+ 2) or (i odd and j ≥ i+ 1);

Type II: i ≥ 2 even and j = i+ 1;

Type III: i = 1 and j > i.

Then the following holds:

• If (i, j) is of Type I then wij = cι(`i,j)+1 where `i,j := 〈ei, ej〉.

• If (i, j) is of Type II then wij can be obtained by solving a system of 2 linear
equations in 2 unknowns.

• If (i, j) is of Type III then wij can be obtained by solving a linear equation.

Proof. If (i, j) is of Type I then the line `i,j := 〈ei, ej〉 is totally isotropic for the
Hermitian form η; furthermore ωw(ei, ej) = wij and we are done.

When (i, j) is of Type II, let σ be an element of Fq2\Fq such that σq+ασ+β = 0
with α, β ∈ Fq \ {0}. Consider two lines ` := 〈ei + (ασ + β)ei+3, σei+1 + ei+2〉 and
`q := 〈ei + (ασq + β)ei+3, σ

qei+1 + ei+2〉. It is straightforward to see that both lines
are totally isotropic, so they correspond to two components in the codeword c; call
them respectively cx := cι(`)+1 and cy := cι(`q)+1. Then we have{

σwi,i+1 +wi,i+2 − σ(ασ + β)wi+1,i+3 − (ασ + β)wi+2,i+3 = cx

σqwi,i+1 +wi,i+2 − σq(ασq + β)wi+1,i+3 − (ασq + β)mi+2,i+3 = cy.
(14)

The entries wi+1,i+3 and wi,i+2 correspond to indexes of Type I; thus they can
be read off c directly. We are left with a linear system of two equations in the
unknowns wi,i+1 and wi+2,i+3. Since

det
(
σ −(ασ + β)
σq −(ασq + β)

)
= β(σq − σ) 6= 0,

this linear system admits a unique solution and can be solved with complexity
O(1).
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Suppose (i, j) = (1, j) is of Type III. If j > 3, we consider the line ` =
〈e1 − e2 + e3, ej〉. A straightforward computation shows that the corresponding
entry cz := cι(`)+1 is

w1j −w2j +w3j = cz

and both (2, j) and (3, j) are of Type I; thus we just have to solve this equation.
As for the remaining coefficients w12 and w13, we use the entries corresponding to
`12 = 〈e1 − e4 + e5, e2〉 and `13 = 〈e1 − e4 + e5, e3〉.

Corollary 8. Suppose m to be even. Let c be a codeword and W = (wij)1≤i,j≤2n+1

be the antisymmetric matrix associated with the message w mapped to c using
the encoding ϕ. Suppose that the pair (i, j) with 1 ≤ i < j ≤ m is in one of the
following types:

Type I: (i ≥ 1 odd and j ≥ i+ 2) or (i even and j ≥ i+ 1);

Type II: i ≥ 2 odd and j = i+ 1;

Then the following holds:

• If (i, j) is of Type I then wij = cι(`i,j)+1 where `i,j := 〈ei, ej〉.

• If (i, j) is of Type II then wij can be obtained by solving a system of 2 linear
equations in 2 unknowns.

Proof. For m even, we can regard the Hermitian polar space Hm as the hyperplane
section of Hm+1 with respect to the hyperplane x1 = 0. By renumbering the
indexes, we can write the form inducing Hn as η(x, y) = x1y

q
2 + · · · instead of

x1y
q
1 + x2y

q
3 + · · · , x1 = y1 = 0. The corollary now follows from the previous

theorem.

Corollary 9. The map ϕ : FK
q2 → FN

q2 is injective.

Proof. Suppose ϕ(w) = 0; by the proof of Theorem 7, all indexes wij of Type I
must be 0. Also, for indexes of Type II System (14) becomes{

σwi,i+1 − (ασ + β)wi+2,i+3 = 0

σqwi,i+1 − (ασq + β)wi+2,i+3 = 0

whose only solution is wi,i+1 = wi+2,i+3 = 0. Finally, entries of Type III must
satisfy w1j = 0 for all j.

The case m even is entirely analogous and can be proven using Corollary 8.

By Lemma 6 and Corollary 9, ϕ is a linear encoding.
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6.2 Error correction
First of all, observe that in order to recover the original message sent w =
(w1, . . . , wK) it is enough to guarantee that the entries of a received vector r ∈ FN

q2

needed to obtain the elements wij of Theorem 7 and Corollary 8, are correct. This
could be implemented using standard techniques from coding theory, e.g. syndrome
decoding, see [13, Chapter 1], but such an approach would be very inefficient in
the case of (polar) Grassmann codes, since the parity check matrix is huge.

A different, more viable, approach is what we proposed in [4] for line polar
Grassmann codes of either orthogonal or symplectic type and we here extend to the
Hermitian case. Suppose rx is an entry in the received vector r which we want to
insure to be correct. So, we take the line ` = 〈Ax−1, Bx−1〉 with index ι(`) = x− 1
and consider the pencil Π` of all the totally singular planes passing through `.

For each π ∈ Π` choose 3 non-concurrent lines r, s, t of π different from `.
Observe that the values of rι(r)+1 rι(s)+1 and rι(t)+1 are sufficient to reconstruct the
restriction of the alternating form ωw to π, say ωπ. If ωπ(Ax−1, Bx−1) = rx for
a sufficient number of planes, then we can assume that the received value rx is
correct. Otherwise, we replace rx with the majority of the values ωπ(Ax−1, Bx−1)
assumes as π varies in Π`. We leave to a future work a detailed analysis of the
performance of this error correcting algorithm.
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